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## Introduction

- An introduction to programming concepts
- Declarative variables
- Functions
- Structured data (example: lists)
- Functions over lists
- Correctness and complexity
- Lazy functions
- Higher-order programming
- Concurrency and dataflow
- State, objects, and classes
- Nondeterminism and atomicity


## Higher-order programming

- Assume we want to write another Pascal function, which instead of adding numbers, performs exclusive-or on them
- It calculates for each number whether it is odd or even (parity)
- Either write a new function each time we need a new operation, or write one generic function that takes an operation (another function) as argument
- The ability to pass functions as arguments, or return a function as a result is called higher-order programming
- Higher-order programming is an aid to build generic abstractions
C. Varela; Adapted w. permission from S. Haridi and P. Van Roy

| Concurrency |  |  |
| :---: | :---: | :---: |
| - How to do several things at once <br> - Concurrency: running several activities each running at its own pace <br> - A thread is an executing sequential program <br> - A program can have multiple threads by using the thread instruction <br> - \{Browse 99*99\} can immediately respond while Pascal is computing | ```thread P in P={Pascal 21} {Browse P} end {Browse 99*99}``` |  |
| C. Varela; Adapted w. permission from S. Harid | d P. Van Roy | 6 |



## Example

- Add memory to Pascal to declare remember how many times $\quad C=\{$ NewCell 0$\}$ it is called fun $\{$ FastPascal $N\}$
- The memory (state) is $\begin{aligned} & \text { global here }\end{aligned} \quad\{$ Assign C $\{$ Access $C\}+1\}$ global here \{GenericPascal Add N\}
- Memory that is local to a function is called end encapsulated state




## Object-oriented programming

- In object-oriented programming the idea of objects and classes is pushed farther
- Classes keep the basic properties of:
- State encapsulation
- Object factories
- Classes are extended with more sophisticated properties:
- They have multiple operations (called methods)
- They can be defined by taking another class and extending it slightly (inheritance)


## Nondeterminism

- What happens if a program has both concurrency and state together?
- This is very tricky
- The same program can give different results from one execution to the next
- This variability is called nondeterminism
- Internal nondeterminism is not a problem if it is not observable from outside

Nondeterminism (2)

## declare

$C=\{$ NewCell 0$\}$
thread $\{$ Assign C 1\} end thread $\{$ Assign C 2\} end

C. Varela; Adapted w. permission from S. Haridi and P. Van Roy


## Nondeterminism (4)

| declare |
| :--- |
| $\mathrm{C}=\{$ NewCell 0$\}$ |
| thread I in |
| $\mathrm{I}=\{$ Access C$\}$ |
| \{Assign C $1+1\}$ |
| end |
| thread J in |
| $\mathrm{J}=\{$ Access C$\}$ |
| $\{$ Assign $\mathrm{C} \mathrm{J}+1\}$ |

end

- What are the possible results?
- Both threads increment the cell C by 1
- Expected final result of C is 2
- Is that all?
thread J in
end



## Lessons learned

- Combining concurrency and state is tricky
- Complex programs have many possible interleavings
- Programming is a question of mastering the interleavings
- Famous bugs in the history of computer technology are due to
designers overlooking an interleaving (e.g., the Therac- 25 radiation therapy machine giving doses 1000's of times too high, resulting in death or injury)
- If possible try to avoid concurrency and state together
- Encapsulate state and communicate between threads using dataflow
- Try to master interleavings by using atomic operations


## Atomicity

- How can we master the interleavings?
- One idea is to reduce the number of interleavings by programming with coarse-grained atomic operations
- An operation is atomic if it is performed as a whole or nothing
- No intermediate (partial) results can be observed by any other concurrent activity
- In simple cases we can use a lock to ensure atomicity of a sequence of operations
- For this we need a new entity (a lock)


## Atomicity (2)

declare
$\mathrm{L}=\{$ NewLock $\}$



## Exercises

36. VRH Exercise 1.6 (page 24)
c) Change GenericPascal so that it also receives a number to use as an identity for the operation Op: $\{$ GenericPascal Op IN $\}$. For example, you could then use it as:
\{GenericPascal Add 0 N \}, or $\left\{\right.$ GenericPascal fun $\{\$ \mathrm{XY}\} \mathrm{X}^{*} \mathrm{Y}$ end 1 N$\}$
37. Prove that the alternative version of Pascal triangle (not using ShiftLeft) is correct. Make AddList and OpList commutative.
38. Write the memoizing Pascal function using the store abstraction (available at store.0z).
