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ABSTRACT

When dealing with emergency situations in the wake of a disaster where the infrastructure of a region is damaged, a wide range of expertise is needed to quickly and efficiently solve issues. A prototype system for training emergency response personnel was designed to foster a collaborative environment through a single visualization with multiple users. The traditional methods of providing more detail in geographic data when dealing with a single user do not work in situations requiring interactions from multiple users, as this requires the loss of detail elsewhere within the fixed resolution of a display. The data being displayed in this simulation consists of a graph network of nodes and edges on top of a underlying series of satellite images. The nodes and edges are drawn over corresponding physical locations on the satellite images. When interacting with this system, it is often helpful to zoom in and increase the level of detail for two primary reasons: it is difficult to distinguish geographic features at low resolution, and subsequently, it is difficult to distinguish between nodes when the screen distance between them is relatively small.

This thesis work presents a method for providing a focus plus context solution to this system, allowing for continuous visual information with a minimal amount of distortion. This method creates circular areas of high magnification which gradually fall off to a base level surrounding individual cursors. These different regions achieve the original goals of zooming by providing a magnified look at the satellite images and increasing the screen distance between nodes. By having these regions centered on cursors, multiple users can view data on a shared display with their own degree of magnification while still retaining the ability to view the majority of the surrounding data.

Contributions of this thesis include efficient implementations of rendering a graph network and text onto an underlying layer of satellite images, algorithms to perform the transformations of edges, vertices, and image data for rendering, and a preliminary feedback on the usability of these changes along with suggestions for a formal user study to be conducted as future work.
The Infrastructure Visualization application is a system for studying and training the decision making of emergency response personnel in times of crisis. The application is intended for situations requiring collaborative thinking among people with expertise in different fields. By displaying the data on a large central screen, the application is intended to foster discussion in solving complex problems which require a fast response time with limited resources. The data being shown by this application is difficult to understand in a purely text based format. A solution to a possible disaster scenario may seem feasible at first, but without a complete picture of the data, the solution may not be comprehensive enough to solve the overall issue due to network interdependencies. To try and solve this problem, the interconnected data is represented visually as a network of nodes and edges with status information (OK, damaged, no service, etc.). The application should be easy to use, but also provide enough detail to adequately understand the underlying problem so that the participants can create an adequate solution [1].

Satellite images of a region along with a graph network are displayed on the main screen. The nodes of the graph network represent the producers, consumers, and intermediary nodes of a particular resource, and the edges represent the connections between nodes which transmit the resource. The resources represented within the system are electricity, water, waste, and communications. For all of the resources besides communications, the nodes and edges are placed at their approximate physical locations on the underlying satellite images. Some demand nodes are not tied to a particular resource, and are a census-based collections of data, which also do not have a specific geographic location. Each of the different resources has a color associated with it. To facilitate viewing information within this display, the nodes and edges can be expanded and collapsed to display relevant data.

Figure 1.1 shows an example image of the viewer application. The unexpanded nodes are currently drawn as circles, and the expanded nodes are drawn as squares
to easily distinguish the data within the viewer. Expanded edges are simply wider than their unexpanded counterparts.

Figure 1.1: This example screenshot shows an example scenario of a residential node lacking water, by following the network back to the supply node, we can deduce that the overall problem is twofold, a lack of power to the water supply node and a damaged water pipe - both must be addressed to restore water to the demand node.

When expanded, each node provides its id and name. If it is either a supply or transshipment node, it has a corresponding status which indicates if it is currently supplying its resource to its edges. If a node requires a particular resource to function, it shows the current ratio of the supply and demand for that resource as a percentage. Edges show their current status: damaged or status OK as well as their ids and two corresponding node ids. If either a node or an edge is damaged, it is unable to transmit its resource.

When interacting with the system, users can toggle different parts of the display to simplify the data being presented. The underlying road network and satellite images can be turned off, as well as the nodes and edges of a particular resource. Users can also increase the level of detail of the application, effectively zooming in
and out on the satellite images. This allows the users to see a more detailed view of the satellite images and also reduces the number of graph elements on the screen.

This entire application is designed to work with a system developed by Tyler Sammann and Chris Stuetzle, and which allows multiple users to interact with a system with mouse cursors and laser pointers [2]. These various input devices are generalized as cursors which have a generalized set of gestures, allowing for collaboration on a single screen between multiple users. In the context of the viewer application, this functionality allows the users to expand and collapse the different graph elements, navigate to different areas of the map, change the global level of detail, and toggle the visibility of different elements as described above.

Systems that use multiple cursors are designed to foster collaborative problem solving and data exploration. Having multiple people interact with a system all at once allows people to explore different areas of the data set at the same time where normally a single person would control what everyone using the system sees. By having users work on a single shared screen instead of multiple displays, each individual user can more easily see what other people are looking at or modifying.

Previous demonstrations of this application revealed that the current functionality was lacking a number of features that would allow for greater information visibility. Essentially, users are unable to view a particular region in a higher level of detail without possibly disturbing what the other users are viewing. Figure 1.2 presents an example of this issue.

A system allowing for multiple areas of magnification when integrated with the previously mentioned multi-cursors could be useful in other contexts. If examining any sort of large graph based data set, being able to view different focal areas in higher detail would allow users to navigate data sets easier while still viewing the overall graph structure.

1.1 Focus Plus Context

Overview plus detail, zooming, and focus plus context are all methods within information visualization for displaying data. They each seek to present varying
levels of data in a format that facilitates understanding. Overview plus detail visualizations are similar to physical maps of cities. The overall view of a city is shown on the big map, but a higher detail region of the city is shown in a separate, enclosed area (Figure 1.3). This sort of visualization is easy to create, and is most common for static media, as certain areas inherently require more detail than others when dealing with static data. Being able to interactively change the level of detail is the principle behind zooming visualizations (Figure 1.4). This method is well suited for a single user looking to view different levels of detail at different points in time. It is also relatively easy to implement and does not cause distortions in the data being displayed. Focus plus context systems are useful for systems where a user needs both a local and global view at the same time. Some loss of data can occur in these visualizations, but by using a single screen, the user does not need to mentally com-
bine the data of a overview plus detail visualization. The first two formats separate data in two different ways: overview plus detail interfaces separate data spatially, while zooming separates data temporally. Focus plus context uses a visual effect to display continuous information on a single screen [3].

Figure 1.3: This old map of Louisiana from 1853 showing a detailed view of the streets of New Orleans is an example of an overview plus detail visualization [4].

The goal of focus plus context interfaces is to reduce the cognitive load of managing multiple different views of a single system. Theoretically, this would improve user performance with regards to understanding and utilizing the data being presented. The foundation for the focus plus context interfaces was established by Furnas in 1986 [6]. He described a “generalized fisheye view” formula is described which calculates a user’s “degree of interest” (DOI) [6] (Equation 1.1). The degree of interest, given a data element $x$ and focus $y$, is the a priori interest (API) in the data element minus the distance between the data element and the focus, $D$. The term fisheye in photography refers to a strong visual distortion which has an extremely wide angle. This photographic technique allows for more detail in the resulting
image by introducing distortion. The “generalized fisheye view” states that objects closer to the focal point are more important than ones further away, paralleling the fact that in a fisheye visualization, objects close to the focal point are less distorted.

\[
DOI(x, y) = API(x) - D(x, y)
\]  

Focus plus context systems often perform some sort of distortion to present the data. Further work by Furnas within focus plus context systems highlighted the crucial fact that distortion based visualizations achieve a seamless display by requiring the user to understand that data is being modified in some manner [7]. All such distortions perform some sort of filtering of the data, as the distortion functions are presented on media with finite limitations. As information gets further distorted, it is essentially filtered out, as it can no longer be discerned by the users. Distortion causes geometric distortion among the data, altering the positions and shapes, while maintaining topological continuity. This property is potentially desirable, as our application features satellite images, which should remain topologically continuous [7]. By remaining topologically continuous, users would still be able to discern the
relative distance between any two points on the map, as there are no regions of completely missing data.

Due to the nature of the data that we are working with, techniques that introduce some sort of distortion to achieve a focus plus context visualization are particularly relevant to the work presented in this thesis. Leung and Apperley provide an overview of such techniques [8]. Among the relevant applications are the Polyfocal Display [9], the Perspective Wall [10], and the Graphical Fisheye View [11]. These techniques are further explored in Chapter 2. Leung and Apperley classify such techniques as magnification functions. The different functions can be further divided into techniques that have continuous magnification functions and those with noncontinuous piecewise functions. The different functions are unified into a single metaphor of a stretchable sheet on a rigid frame. By increasing the amount of data displayed in a single area, i.e. “stretching” the sheet to display information, other areas must “shrink” and display less data. The overall distortion effect that is then displayed is a result of the stretching and shrinking of the display. This stretchable rubber metaphor holds up even for views with multiple foci, though it is paramount that the balance between magnification and demagnification is maintained, otherwise the “frame” of the sheet would be deformed. At the core of [8] is the idea that all of these distortion techniques are similar, and are purely dependent upon a single magnification function. We will expand upon this idea of creating a magnification function for our visualization later on in Chapter 4.

1.2 Thesis Outline and Contributions

As mentioned earlier, the first draft of the infrastructure visualization program has the ability to recognize simultaneous input from multiple keyboards, computer mice, and lasers by individual participants, but only supported zooming on a global scale. This loss of information when performing a global zoom is a major hindrance to a system which should be used by multiple people at the same time. If diagnosing a central problem for discrete graph elements in different geographic regions, trying to get more information about the area around a node is impossible with the current model without disrupting the other users. The main goals in designing this
new system were to provide users the ability to view different regions of data at a variable level of detail without altering a majority of the global context. Because this visualization may be viewed by people who are not directly interacting with the system, solutions that cause too much loss of global context should be avoided. If we change the global context, we run into the same issue of obscuring other regions of high importance.

The first step in creating a solution which met our needs was the design and implementation of a proof-of-concept system. An investigation of previous methods of focus plus context visualizations was performed to formulate the design behind our solution, detailed in Chapter 2. The concepts learned from this system were then applied to the pre-existing application. The visualization required many changes to allow for the new feature to be implemented and a large bulk of time was spent on upgrading to modern OpenGL to also improve performance; these changes are detailed in Chapter 3. Two separate magnification functions were created to affect both the satellite imagery and the graph network. These functions, described in Chapter 4, cause the graph elements to stay in the same geographic location, and are easily adjustable for different parameters. The speed of the new system with regards to rendering and performing the magnification functions was measured and recorded in Chapter 5. Chapter 5 also includes an informal survey of untrained user responses was carried out to gauge the basic usability of the new magnification system. Finally, further improvements and changes to the system are discussed in Chapter 6.
CHAPTER 2
PREVIOUS WORK

In this chapter, I will provide a more in-depth look at previous focus plus context systems and discuss the applicability of these techniques to our application.

2.1 Focus Plus Context Visualizations

One of the earliest systems that tried to tackle the focus plus context problem was the Perspective Wall presented by Mackinlay et al. [10]. This system was integrated with the Information Visualizer, a system for visualizing data in 3D. The Perspective Wall sought to imitate the nature of the human eye, by having a smooth integration between a focused area and the overall context. This system turns a 2D layout into a 3D wall system which contains an area of detail surrounded by a distorted region. The Perspective Wall had a flat region of high detail with regions surrounding it that were angled to match the field of view of the viewer. An image of the system is seen in Figure 2.1 showing the areas of magnification and demagnification. The focus of the application was to view information that was structured temporally, such as a filesystem. One of its greatest strengths was that it presented information in an intuitive manner. Unfortunately, while this work showed that such distortion techniques are helpful in facilitating understanding for the users, it is unsuited for our own purposes as this system performs a global distortion of the data and the metaphor does not easily extend to a system with different regions of focus.

Baudisch et al. attempted to display focus plus context information through the integration of different hardware into a single logical screen [12]. This screen consists of a low resolution region for context and a high resolution area for detailed information. They achieve similar effects as a fisheye view, but avoid distortion with their hardware. The prototype constructed integrates a LCD screen with a projection screen; a diagram of the system along with an image of the actual system is seen in Figure 2.2. By having two distinct regions of resolution, they are able
Figure 2.1: A figure showing the magnified and demagnified regions of the Perspective Wall [10], and an image of the original system, created by Mackinlay et al.. The blue regions are demagnified and represent the angled areas.

to maintain the overall geometry of the displayed images. To achieve this effect, Baudisch et al. created a foam core projection screen with a cutout for a flat panel LCD monitor. A large portion of the work performed by Baudisch et al. was used for examining this system with different applications. Of particular note is their work with a map application for finding the shortest path between two cities. The display allowed for seeing both the surrounding geography and large highways between the cities, while allowing the user to also view street-level detail for areas with densely packed information. A single application controls the rendering for both screens. The data is rendered at a resolution that would fill the projection screen if it was also high resolution. A region is clipped to fit the resolution of the LCD monitor, while the overall data is scaled to fit within the projection screen. This solution provides a distortion free visualization, but only has a single area of higher resolution. Viewing different regions of the data is performed by moving the entire visualization, which is not well suited to interactively viewing different areas simultaneously, but works perfectly fine for a single user. Generating new hardware is also outside of the scope of this thesis, but the studies performed by Baudisch et al. provide useful insight. In a small user survey, it was found that the overall responsiveness of the application as well as the ability to see the bigger picture of the work was beneficial for users of the system.

Following their previous work, a formal study of the benefits of focus plus context displays was performed by Baudisch et al. Three different interfaces were
Figure 2.2: A figure showing the areas of high and low resolution images of the focus plus context [12] system created by Baudisch et al.. The red region is the LCD screen and the white area is the projector screen.

evaluated with a number of different tasks to discover what display techniques were most helpful for completing said tasks [13]. The focus plus context system described previously was compared with a zoom plus pan interface using a single screen and a overview plus detail interface using two monitors. All of the displays had approximately the same number of pixels between them. To further attempt to control for any extra space affecting the result of the experiment, the overview screen in the overview plus detail interface was constrained to the same size as the context of the focus plus context interface, while normally it would show the entirety of whatever dataset is being observed. There were two different types of tasks asked of the participants, the first was a static view where the users had to either verify connections on a circuit board or find the closest hotel to a given point, and the second was a dynamic application where users were tasked with avoiding rocks and nails in a simple simulation. It was hypothesized and discovered that the focus plus context interface was the most helpful for performing both types of tasks. These results are promising for the infrastructure visualization, it suggests that a view providing
a seamless integration between global and local data is most helpful in performing
tasks which require both types of data.

Gansner et al. describe a method for rendering sets of data with millions
of nodes [14]. Their method, which they name “Topological Fisheye”, follows the
general principle given by Furnas et al. in by having a detailed region around a
focus with less information in other areas [6]. To reduce the amount of data in
areas out of focus, they create approximations of the original graph. When an area
comes into focus, a hybrid graph is constructed by combining the various different
approximations based on the distance from the focal point. To simplify the graph,
they generate a proximity graph using either Delauney triangulation or a relative
neighborhood graph and combine the results with the original edges of the graph
to form a candidate set S. This set is then filtered by maximizing a weighted sum
of various measurements of the two points to be collapsed. The methods described
in this construction are definitely applicable to future versions of the infrastructure
visualization. As our data set grows, we may need to first simplify our graph data to
filter out less important nodes. This filtered data could then be further transformed
by a geometric transformation. A pure application of this would not adequately
modify the underlying satellite images of our graph network.

2.2 Geometric Transformations

As mentioned in Section 1.1, the generalized fisheye view was described by
Furnas in 1986 [6]. This method was later reworked in 1992 by Sarkar and Brown,
who produced a method for performing geometric transformations to visually distort
graphs and maps. This method changes the position, size, and level of detail based
on the distance between the original object and the point of focus. An important
distinction between this work and the generalized fisheye view is that the latter has
objects either completely visible or not present at all, while this graphical method
allows for a continuum [11].

Vertices are first positioned away from the focus via a transformation function.
Given a vertex’s original position, $P_{\text{norm}}$, the position of the focus, $P_{\text{focus}}$, and the
max distance a vertex can move, $D_{\text{max}}$, the resulting fisheye position, $P_{\text{feye}}$ can be
calculated.

\[ P_{\text{eye}} = G(P_{\text{norm}})D_{\text{max}} + P_{\text{focus}} \]  

(2.1)

\( G(P_{\text{norm}}) \) is a monotonically increasing function that is continuous over the range \( 0 \leq x \leq 1 \) with \( G(0) = 0 \) and \( G(1) = 1 \).

\[ G(P_{\text{norm}}) = \frac{d + 1}{d + \frac{D_{\text{max}}}{D_{\text{norm}}}} \]  

(2.2)

In the above equation, \( D_{\text{norm}} \) is the distance from the original point to the focal point, and \( d \) is a distortion factor.

This general equation provides the basis for the transformations discussed later in Section 4. The resulting new point of the transformation we apply to points should be based on the original location for the vertex and the location for a focal point. While Equation 2.1 is helpful in creating a solution to our visualization problem, the distortion factor does not cleanly map to a degree of magnification. This distortion is helpful for visualizing purely graph based data, but does not directly apply to magnification of images. When viewing a satellite image, being able to modify the magnification to any amount is important, as more detail is shown through this process. Graph based data does not need this type of magnification, as it only further increases the distance between elements.

Similar geometric transformations are discussed by Kadmon and Shlomi for the distortion of maps with multiple focal regions [9]. A similar basic function is given for transforming the scale of the map at a given point, \( P \), with a original scale \( S_0 \), the original distance from \( P \) to the focus, \( R \), and a distance function \( f(R) \).

\[ S = S_0 + S_0 f(R) \]  

(2.3)

Unlike the equations created by Sarkar and Brown, Equation 2.3 is defined over the entire input. It exhibits similar behaviors in that the function \( f(R) \) is chosen to cause \( S \) to decrease as \( R \) increases. Kadmon and Shlomi give the following general equation for \( f(R) \).
\[ f(R) = \frac{A}{1 + CR^2} \quad (2.4) \]

The constant factors \( A \) and \( C \) represent the power of the focus and the rate of change, respectively. This pair of equations has a similar problem of constants which result in unclear transformations for the implementation. Being able to modify the scale to set amounts allows users to switch between views consistently and avoid confusion that would occur if the scale factor was not discrete steps. An additionally helpful insight from is that points which are affected by multiple foci at the same time are affected by the sum of the individual foci \([9]\). This insight is useful for the implementation of our own magnification functions when dealing with multiple areas of magnification.

The idea of magnification transformations is explored further by Keahey and Robertson. They propose the idea of combining linear and non-linear transformation functions to take advantage of the strengths of both. Linear functions are often desirable due to the fact that they perform zooming without introducing distortion into the system. This region of linear zoom can be important when trying to read text or other data that is sensitive to distortion. The non-linear region trades distortion for the ability to fit more data in a smaller area. The resulting piecewise transformation allows a user to view a region in high detail while still retaining the context of the surrounding data. The application of this combination is seen in Figure 2.3, which illustrates a region of linear magnification surrounded by a region of non-linear magnification.

Keahey and Robertson also note that performing such transformations on different domains has different requirements. When manipulating graph networks, the overall adjacency of nodes and edges is maintained for most transformations, linear or non-linear. Visual data requires more focus on the boundaries between the different transformation functions, as the boundary regions are especially susceptible to visual errors if they are not \( C^0 \) continuous. An example image of a magnification function that is not \( C^0 \) continuous is seen in Figure 2.4. This resulting magnification includes a loss of data due to the discontinuity. These concerns are directly applicable to designing a solution, as our data is stored in both a graph network.
Figure 2.3: An image of our infrastructure visualization magnification regions. The blue area is the non-linear magnification and the red region is the linear magnification. Note that despite being distorted, the roads in the image are still connected in both regions, allowing the user to trace a continuous path.

and a series of satellite images.

In addition to discussing the relevant concerns of combining transformation functions, Keahey and Robertson describe a few methods for combining regions of magnification. Of particular note is his proposal for weighted averaging that simply transforms a point by all nearby functions and calculates weights as the inverse of the distance between the center of magnification and the original point. This method does not obscure data, and is simple to implement for our purposes.

In this new paper, Keahey and Robertson generalize the non-linear magnification problem by removing the concept of foci [15]. They make a distinction between transformation and magnification, where the former indicates the distortion of the space, with the magnification function being the derivative of the transformation function. By generalizing the problem to a scalar field, we can derive the magnification of a particular element based on its own properties. Given a particular magnification mesh, computing a corresponding transformation grid is difficult, as it involves trying to convert a single magnification value into a two coordinate system. The solution presented uses an iterative method to approximate a numerical
solution. The work done in is well suited to the task at hand for our data when either the satellite images or graph network are displayed independently. However, we still need to create our own magnification functions to modify the underlying scalar field and create a region of linear zoom. This method simply removes the need for thinking about the magnification problem with regards to focal points.

Keahey later generalizes the overall focus plus context problem into a detail plus context problem [16]. Up to this point, most focus context systems create focus by enlarging specific regions while compressing other regions. This does not inherently produce more detail within this region, as it simply makes the existing data easier to distinguish. He proposes a few different methods of adding detail to such regions like displaying different view levels. By showing different view levels, the amount of information displayed in a region changes, as the original non-linear transformation merely causes a change in terms of size and shape. He mentions that this process could be used for map based data, and this technique is definitely helpful for future work (Chapter 6).

In contrast to the fisheye visualizations of data presented by Kadmon and Shlomi, Sarkar and Brown, and Keahey and Robertson, Elmqvist et al. present a method for folding space to achieve a focus plus context view [9] [11] [17] [18]. The other techniques present a visualization that is visually similar to a fisheye lens,
focusing more on having a lot of global data. This method contextually folds 2D data into 3D such that the only regions displayed are areas within focus. This devotes most of the screen space to the focal points at the cost of being able to see most of the global data. Where other techniques that utilize focus plus context expand the region around focal points, the system created by Elmqvist et al. Mélange, compresses the unimportant areas of the display. A diagram of this system is seen in Figure 2.5, notice that the red region, corresponding to the magnified areas, take up the majority of the display. Relative distance between focal points within the distorted region is represented by a number of folds, each indicating a complete screen distance. While this method produces interesting results, it is important in our visualization to have a majority of the information undistorted. Mélange focuses on showing as much detail around the focal points as possible, but the goals for a visualization of our system are to show a smaller area of increased focus while maintaining as much context as possible.

Figure 2.5: An image comparing magnified and demagnified regions of the Mélange system [18], developed by Elmqvist et al. as well as the system applied to a visualization of an adjacency diagram.

Böttger et al. present a method for manipulating a distorted city map to highlight specific areas of interest in [19]. The motivation for this system was the combination of geographic data and a stylized subway network to display more information around areas on the stylized network diagram. They introduce a concept called Warping Zoom. Given a set of control points, they create a mapping function which moves any number of control points to other positions. These individual control points correspond to the different subway stops and routes on the original
mapping and are moved to positions to form the stylized network. While this method would allow for the separation of clustered data within our visualization by warping the overall data, it does not provide a solution for viewing the satellite data at a higher level of detail, nor does it perform an easily classifiable magnification function. To perform a magnification of a region of satellite images, the system would have to define multiple control points and their resulting position. This is essentially performing the same transformation as a simple magnification function, but only focuses on manipulating a few points.

2.3 Summary

This chapter provided an overview of works which attempt to use a focus plus context visualization. I discussed a variety of applications which focused on utilizing some sort of focus plus context solution to solve their visualization issues. Finally, applications and research which concerned geometric distortions of data were summarized with respect to our goals. The following chapter discusses the changes performed to our visualization to improve performance and allow for implementation of our magnification function.
CHAPTER 3
VISUALIZATION

As stated in Chapter 1, this thesis work started as a proof of concept for performing real-time fisheye deformations on Graphics Processing Units (GPU) using OpenGL 3.1. The previous version of the visualization application used the OpenGL 2.0 specifications (referred to as legacy OpenGL from here on). OpenGL 3.0 specifications were released in September 2008, labeling many of the core functions as deprecated [20]. In Sections 3.1 and 3.2, a brief description of the relevant deprecated functionality and the replacement methods is given. Section 3.3 discusses the implementation details for upgrading the core functionality of the graph visualization. Finally, Section 3.4 and Section 3.5 details the rendering process of the satellite images and road network.

3.1 Legacy OpenGL

The standard for rendering polygons in legacy OpenGL was immediate mode. The functions `glBegin()` and `glEnd()` indicate that the calls to `glVertex()` form a polygon specified by the call to `glBegin()`. All vertices specified this way can also have texture coordinates, colors, and normal vectors passed to OpenGL for rendering. These shapes are drawn immediately to the buffer after the call to `glEnd()`. Listing 3.1 shows a code sample for rendering a colored triangle in legacy OpenGL.

```
Listing 3.1: Rendering a triangle with a red, blue, and green corner.

glBegin(GL_TRIANGLES);
glColor3f( 1.0, 0.0, 0.0);
glVertex2f( 0.0, 1.0 );
glColor3f( 0.0, 1.0, 0.0);
glVertex2f( 1.0, -1.0 );
glColor3f( 0.0, 0.0, 1.0);
glVertex2f( -1.0, -1.0 );
glEnd()
```
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Rendering in a 3D environment involves the transformation of vertex positions. First the coordinates are transformed from object space to world space, where object space has vertices defined relative to an object’s center point and world space has vertices defined relative to all other objects within the world. Defining objects in world space places objects within the world, akin to placing props on a stage. The coordinates are then transformed to eye space, which represents their positions relative to the viewer. The viewer is assumed to be at the origin in world space, looking in the negative z direction. Eye space is useful for defining how far away any particular object is from the viewer, which is represented as the z direction. Finally, eye space is transformed to projection space, where objects are projected onto a 2D screen based on their positions and distance from the user. Each of the respective transformations are represented by different matrices. The model, view, and projection matrices correspond to the transformation to world, eye, and projection space, respectively [21].

In legacy OpenGL, these matrices were handled by a matrix stack (glPopMatrix(), glPushMatrix()). The model and view matrices were combined into a single matrix for OpenGL, represented by the constant GL_MODELVIEW. The projection matrix, GL_PROJECTION, was handled by either glortho() or glFrustum() for either an orthographic or standard projection.

Because we are rendering a 2D environment, we use an orthographic projection to ensure that objects are not scaled by the environment based on their distance away from the camera, this ensures that changing the level of detail of the overall system does not cause objects to become too small to perceive or to become too large to view anything else. An orthographic projection allows us to utilize the z dimension as a method of choosing the order in which elements should be displayed, i.e. which elements will be drawn over other elements within the overall application.

### 3.2 Modern OpenGL

Our application uses OpenGL 3.2 specifically to use geometry shaders as part of our core functionality. Version 3.0 of OpenGL marked functions in legacy OpenGL as deprecated, but they were not officially removed from the core profile
until OpenGL 3.1. To avoid further confusion between different versions, we will refer to OpenGL 3.2 as modern OpenGL.

Passing vertex data to OpenGL via the above method of `glBegin()` and `glEnd()` was deprecated for modern OpenGL. Rendering now requires the usage of vertex and fragment shaders, programs that run on the Graphics Processing Unit (GPU) and operate on vertices and the interpolated screen fragments surrounded by the vertices. The previous methods for changing attributes of a particular vertex relied on the fixed function pipeline. This change was introduced due to the overall flexibility of shaders. While shaders are more expressive than the fixed function pipeline of legacy OpenGL, they require more code for simple tasks.

In a standard draw function using modern OpenGL, data is specified in Vertex Buffer Objects (VBOs) which contains the data that is sent to the vertex shader. VBOs are the GPU equivalent of Vertex Arrays, batches of vertex data stored in CPU address space. Vertex Arrays were deprecated as their performance when compared with VBOs were much worse due to requiring data to be transferred to the GPU on every frame. VBOs provide a mechanism for utilizing GPU memory within OpenGL [20]. VBOs contain the same data that would be called between the `glBegin()` and `glEnd()` calls, and are created and activated with the `glGenBuffers()` and `glBindBuffer()` commands. The function `glBufferData()` allocates memory for the data on the GPU and is given a pointer to sequential memory that will be copied into the GPU. Different VBOs or regions of memory are then referred to by vertex attribute pointers using the `glVertexAttribPointer()` function. These pointers inform the vertex shaders how to interpret the data. If necessary, any extra data can be passed to the vertex and fragment shaders via calls to `glUniform()`. The two commands, `glDrawArrays()` and `glDrawElements()`, are used to specify a range of data to be drawn by OpenGL, sending data as necessary.

Listing 3.2 shows a C++ code sample of specifying the same triangle in Listing 3.1 with modern OpenGL. Listing 3.3 and 3.4 show the necessary vertex and fragment shaders, respectively.
Listing 3.2: Rendering a triangle with a red, blue, and green corner. The C++ code generates the necessary VBO, one for position and one for color, inserts the data, and then renders the triangle.

```cpp
// Performed once
GLuint triangleVAO;
GLuint triangleVBO[2];
GLuint triangleProgram;
GLfloat positions = { 0.0, 1.0, 0.0, 1.0, -1.0, 0.0, -1.0, -1.0, 0.0 };  
GLfloat colors = { 1.0, 0.0, 0.0, 0.0, 1.0, 0.0, 0.0, 0.0, 1.0 }; 

glGenVertexArrays(1, &triangleVAO);
glBindVertexArray(triangleVAO);
glGenBuffers(2, &triangleVBO[0]);

glBindBuffer(GL_ARRAY_BUFFER, triangleVBO[0]);
glBufferData(GL_ARRAY_BUFFER, sizeof(positions), positions, GL_STATIC_DRAW);

glBindBuffer(GL_ARRAY_BUFFER, triangleVBO[1]);
glBufferData(GL_ARRAY_BUFFER, sizeof(colors), colors, GL_STATIC_DRAW);

// Performed every loop
glUseProgram(triangleProgram);
glEnableVertexAttribArray(0);

glBindBuffer(GL_ARRAY_BUFFER, triangleVBO[0]);
glVertexAttribPointer(0, 3, GL_FLOAT, GL_FALSE, 0, (void *)0);

glEnableVertexAttribArray(1);

glBindBuffer(GL_ARRAY_BUFFER, triangleVBO[1]);

glVertexAttribPointer(1, 3, GL_FLOAT, GL_FALSE, 0, (void *)0);

glDrawArrays(GL_TRIANGLES, 0, 3);

glDisableVertexAttribArray(0);

glDisableVertexAttribArray(1);
```
Listing 3.3: The vertex shader for triangleProgram. The shader receives the position and color data and passes this information to the fragment shader through the out variable.

```glsl
#version 330 core

layout(location = 0) in vec3 vertex_screenspace;
layout(location = 1) in vec3 vertex_color;

out vec3 vColor;

void main(){
    gl_Position = vec4(vertex_screenspace, 1.0);
    vColor = vertex_color;
}
```

Listing 3.4: The fragment shader for triangleProgram. The shader receives the interpolated color and position from the vertex shader and outputs data to the screen.

```glsl
#version 330 core

in vec3 vColor;
out vec3 color;

void main(){
    color = vColor;
}
```

Functionality related to the matrix stack was also deprecated for modern OpenGL. Developers must now manage their own matrices and vectors. This was another side effect of removing the fixed function pipeline. Much like the addition of shaders, the modern OpenGL specification made this change to allow for greater flexibility. Developers do not have to conform to using the GL_MODELVIEW and
GL_PROJECTION matrices for their transformations. The GLM library [22] was developed to duplicate this missing functionality and act as a CPU implementation of the OpenGL Shader Language (GLSL) vector and matrix operations. These matrices and other variables are passed to the shaders as uniform variables (variables that are constant across all invocations of a shader). The vertex shader is now responsible for performing any relevant operations on a per-vertex basis. These operations include transforming a vertex’s position in model or world space to projection space and light calculations based on a vertex’s normal vector. After this step, coordinates are expected to be in Normalized Device Coordinates (NDC), which range from -1 to 1 in the x, y, and z directions. The area between a triangle is then broken into different fragments. Any data that was stored in the three vertices is interpolated over this entire region. Each of these fragments is operated on by the fragment shader. The fragment shader is responsible for choosing the resulting color of a particular fragment before the scene is rendered to the display.

While vertex and fragment shaders are mandatory due to their equivalent functionality being removed from the fixed function pipeline, geometry shaders provide an optional method of manipulating vertex data on the GPU. Given input data in the form of points, lines, or triangles, the geometry shader is able to modify vertex data between the vertex and fragment shaders. Figure 3.1 shows the OpenGL shader pipeline for the infrastructure visualization.

![Figure 3.1: An overview of the visualization’s shader pipeline.](image-url)
3.3 Base Visualization Elements

The following sections describe the rendering methods of different base elements that are used in different places throughout the entire application. Each section explains the usage of individual elements, describes the method used in the previous versions of the visualization for rendering, and is concluded by the method used for modern OpenGL compliance.

3.3.1 Buttons

For the visualization, buttons are the nodes of the graph network. Their default state is a circle such that all nodes of a particular resource are colored the same. When expanded, these elements increase in area and take on the shape of squares. These squares are then overlaid by text describing relevant status information. This visual change is to allow users to easily pick out nodes which have more information, as well as to allow for more space for text to be drawn. Every button has at least one associated border with it in an attempt to provide further distinction between nearby nodes. Multiple borders surrounding a node indicates that a node is not receiving the resource associated with the color. Figure 3.2 shows two nodes, one expanded and the other unexpanded.

Figure 3.2: An image showing two nodes of the graph network. The expanded node has a significantly greater area than the unexpanded node. Both nodes have a red border, indicating a lack of power. The expanded node has a lack of water as well, shown by the blue border.
The implementation of drawing buttons in the legacy OpenGL code followed the format of the pseudocode seen in Algorithm 3.1.

**Algorithm 3.1:** Pseudocode detailing the general process of rendering a button in the legacy OpenGL version of the visualization.

```plaintext
function Button Drawing
    for all Button in Buttons do
        if Button is not expanded then
            DrawCircleBorder(Button)
            if Button is textured then
                DrawCircleTexturedButton(Button)
            else
                DrawCircleUntexturedButton(Button)
            end if
        else
            DrawRectangleBorder(Button)
            if Button is textured then
                DrawRectangleTexturedButton(Button)
            else
                DrawRectangleUntexturedButton(Button)
            end if
            if Button has text then
                DrawText(Button)
            end if
        end if
    end for
end function
```

The borders representing state data are drawn first, followed by either an untextured or textured main button area. Finally, if a button is expanded and has corresponding text, the text is also drawn. A button and all of its related elements (text and borders) are given the same z value when rendered. This z value is the “depth” of the element within the overall scene relative to the camera, such that elements with a lower z value are closer to the camera, and elements with a higher z value are further away. Because we are using an orthographic projection, this information allows us to choose the order in which we render objects. OpenGL provides methods for determining if a new pixel should be drawn based on the information in the depth buffer. A call to `glDepthFunc(GL_LEQUAL)` tells OpenGL that the current pixel in a location should be discarded if the new pixel has a z value
less than or equal to the current amount stored in the depth buffer \[23\]. This method of the drawing order is important to note, as elements with the same z order will be drawn in the order that calls to \texttt{glDrawArrays()} are performed, this is known as the Painter's algorithm \[24\]. In the previous version of OpenGL, the entirety of the layering was handled by Painter’s algorithm, requiring all of the buttons in the application to be sorted every frame. Figure 3.3 shows the layering of buttons.

![Figure 3.3: Elements that have been interacted with have a lower z value and are drawn over other buttons. Text has the same z value as the underlying button, but is drawn later, so is still visible on the expanded.](image)

The drawing of buttons and their borders relied on two drawing formats in legacy OpenGL that were completely removed in OpenGL 3.1, \texttt{GL_QUADS} and \texttt{GL_POLYGON}. Duplicating the \texttt{GL_QUADS} functionality is trivial with \texttt{GL_TRIANGLES} or \texttt{GL_TRIANGLE_STRIP}. For a quadrilateral with vertices a, b, c, d, create one triangle with vertices a, b, c and one with vertices a, c, d. We elected to use \texttt{GL_TRIANGLES}, as \texttt{GL_TRIANGLE_STRIP} indicates that the entire range of vertices passed to \texttt{glDrawArrays()} is a continuous strip of triangles, and would necessitate multiple function calls to draw multiple rectangular buttons.

\texttt{GL_POLYGON} allowed a user to specify a convex polygon with \textit{N} sides. This was
used to create a 20-sided polygon to approximate the appearance of a circle. Every adjacent pair of vertices specified forms one edge, with vertices 1 and $N$ forming the last edge of the polygon. There are a few choices for replicating GL_POLYGON functionality. GL_TRIANGLE_FAN best approximates the old functionality by taking a center vertex and forming individual triangles out of every adjacent pair of vertices and the center vertex. Using GL_TRIANGLE_FAN reduces the number of vertices that have to be specified to draw a circle. Unfortunately, this approach has the same downside that using GL_TRIANGLE_STRIP for drawing rectangular buttons has, drawing $N$ circles with this method requires $N$ calls to glDrawArrays(), as all vertices in the range passed to glDrawArrays() are considered to be connected to the first vertex specified. Much like drawing rectangular buttons, using GL_TRIANGLES allows for all of the circular buttons to be drawn in one call to glDrawArrays().

Replacing the old functionality was considered, but the individual buttons never stored the vertex data for GL_POLYGON, it was simply computed as needed based on a center point, and a radius. Instead of calculating these new triangles on every frame on the CPU, we chose to use a geometry shader, which performs the same operations but specifies 59 less vertices and can be computed in parallel. To generate a circular button, the geometry shader constructs 20 triangles with the following algorithm (Algorithm 3.2).

**Algorithm 3.2:** Creating a circle from 20 individual triangles given a center point and a radius. This can be implemented on the CPU or the GPU.

```plaintext
1: function CREATECIRCLE(center, radius)
2:     for $i = 0 \rightarrow 20$ do
3:         $a_0 = \frac{2\pi(i\%20)}{20}$
4:         $a_1 = \frac{2\pi((i+1)\%20)}{20}$
5:         $p_0 = center + radius \times \langle \cos(a_0), \sin(a_0) \rangle$
6:         CREATEVERTEX(p_0)
7:     CREATEVERTEX(center)
8:     $p_1 = center + radius \times \langle \cos(a_1), \sin(a_1) \rangle$
9:     CREATEVERTEX(p_1)
10: end for
11: end function
```

This algorithm replicates the functionality performed in the previous version of the visualization by generating triangles that have the center vertex and two
vertices that are created by taking 20 uniform samples of the circle expressed by the center vertex and the radius.

We use a total of four VBOs when rendering the buttons: Untextured circular buttons and circular borders, Textured circular buttons, untextured rectangular buttons and rectangle borders, and textured rectangle buttons. The different types of buttons except the textured rectangle, as it is not currently used within the system, can be seen below.

The data in the VBOs change depending on the status of the button. If the underlying data representation changes, then the text of a button and its borders may change. When a button expands or contracts, data must be placed in different VBOs.

Figure 3.4: An image showing the three types of buttons used within the visualization. From left to right, we see a untextured circular button, a textured circular button, and a untextured rectangle. The nodes are surrounded by colored borders that indicate problems with the supplied services. The button on the lower right is lacking power, hence the red border. The main button color indicates the service type, in this case brown represents the waste/sewage network.

3.3.2 Lines

Drawing lines in modern OpenGL functions the same as drawing in legacy OpenGL with two major caveats. Legacy OpenGL allowed for calls to glLineWidth() to set the integer width of drawn lines to a specific screen space value. This feature has been deprecated in OpenGL 3.1, resulting in the inability to have lines with a width greater than 1.0. Lines must also be passed into VBOs and rendered by a
vertex and fragment shader.

To solve the line width problem, we utilize a geometry shader to create two triangles that form a quadrilateral that has a pixel width based on an input value. Pseudocode for the geometry shader is shown in Algorithm 3.3. In essence, the two endpoints of a line segment are pushed apart by half of the total width of the resulting line, generating four points total.

**Algorithm 3.3:** Creating a rectangle from two triangles given the end points of a line segment and a width.

1: function CREATE_RECTANGLE(p₀, p₁, width)
2:  \(dx = p₁x - p₀x\)
3:  \(dy = p₁y - p₀y\)
4:  \(\text{normal} = (-dy \times \frac{\text{width}}{2}, dx \times \frac{\text{width}}{2})\)
5:  \(p₀₀ = p₀ + \text{normal}\)
6:  \(p₀₁ = p₀ - \text{normal}\)
7:  \(p₁₀ = p₁ + \text{normal}\)
8:  \(p₁₁ = p₁ - \text{normal}\)
9:  CREATE_VERTEX(p₀₀)
10: CREATE_VERTEX(p₀₁)
11: CREATE_VERTEX(p₁₀)
12: CREATE_VERTEX(p₁₁)
13: end function

Drawing continuous lines with this method results in seeing disjoint areas where lines connect. To solve this graphical issue, we draw a circle at each endpoint with a radius equal to the width of the expanded line on the GPU using Algorithm 3.2. Figure 3.5 shows a line segment without the circles drawn on the endpoints, and Figure 3.6 shows the same line segment with circular endpoints.

The width of each line segment changes depending on if the overall graph edge in the network is expanded or not. These expanded lines have text drawn on them, displaying information about the status of transmitting a resource between the two nodes it connects. This status string is fairly short, and is therefore repeated over the entire length of the edge to ensure that the edge information is conveyed to the user. The figure below shows an example of an unexpanded line and an expanded line.

The previous version of the visualization used GL_LINE_STRIP to draw individ-
Figure 3.5: A line drawn by expanding multiple line segments into rectangles. The individual segments are clearly visible due to the construction method.

Figure 3.6: The same line as the Figure 3.5 but with circular joints drawn on the endpoints for the segments.

ual line segments with only $N$ vertices to represent a line with $N - 1$ segments. Much like the issues discussed with rendering many buttons with GL_TRIANGLE_STRIP in Section 3.3.1, if individual lines continue to use the GL_LINE_STRIP format, $N$ calls to glDrawArrays() are needed to draw $N$ different lines. While we do not have concrete timed data, the old method of rendering caused noticeable lag if the main source of lines, the road network, was being rendered. This lag would disappear if the road network was turned off. To sidestep this problem, we create individual line segments out of each of the specified line strips. While this construction roughly doubles the number of vertices for each line, the overall benefits in terms of code simplicity and performance make it a worthwhile change.

We use a total of two VBOs for rendering all of the lines in the program, one
for the line segments, and another for the endpoints. The depth buffer handles the layering of the lines, similar to the buttons, this prevents sorting every edge of the application every frame. Similarly to buttons, lines must have their data reloaded whenever the underlying data changes or the edge expands or contracts.

### 3.3.3 Text

Rendering text is a major technical challenge when using a low level library such as OpenGL. Prior to the upgrade, the visualization used a third-party library, The OpenGL Utility Toolkit (GLUT), [25] for handling text and mouse and keyboard events. The changes required in the rest of the application also necessitated the removal of GLUT, as it was dependent on the matrix stack to perform its rendering.

GLUT utilized multiple line segments to draw the different characters and provided utility functions to query the width and height of the resulting characters.

We solve the basic problem of rendering text by using the FreeType font library [26]. A specific font is loaded by the visualization during its initialization. Every character is a bitmap with values from 0 - 255. All of the relevant ASCII characters are loaded into a single 2D texture. To render any arbitrary block of text, a quadrilateral is generated from two triangles that has the dimensions of the current character. When the texture is applied to the colored triangles, the bitmap is sampled as the alpha channel, resulting in only the character being visible on screen. A generated font atlas is shown below in Figure 3.7.

Figure 3.7: A generated font atlas for usage in our application using the FreeSans TrueType font.

While buttons and paths are defined with respect to world space, it is much easier conceptually to position buttons in terms of window coordinates. Text placement and manipulation is preferable when positioned in screen space, as text sizes are defined in terms of fractional pixels. To achieve this, we transform the button coordinates into projection space. The range for values on the screen when performing the transformation this way is $-1.0$ to $1.0$. This range is then converted to
values between 0 and the screen width in pixels for the x axis and 0 and the screen height for the y axis.

Rendering lines of text for buttons is fairly simple. The data stored by the application is already stored as individual lines. Each line is drawn individually, and any characters that would leave the inner button region are simply not drawn.

When drawing text on an edge, a specific string of text is simply repeated for the entire length of the path, as mentioned in Section 3.3.2. To create this text, for every two adjacent vertices on a path, the distance between them is calculated. This distance is the upper limit for the amount of text that can be displayed on that particular line segment. An algorithm detailing the above process is seen below (Algorithm 3.4).

**Algorithm 3.4:** A function for repeating a string across multiple line segments. 
*segments* is an array of line segments, each segment having two points. *text* is a string. The function returns an array of strings.

1: function PathText(segments, text)
2:     pos = 0
3:     results = []
4:     for Every segment s in segments do
5:         pathText = ""
6:         distance = |s1 - s2|
7:         while Total line width is less than distance do
8:             Append text[pos] to pathText
9:             pos = pos + 1
10:         end while
11:     Append pathText to results
12:     end for
13: return results
14: end function

The individual triangles are then rendered after having the following transformation applied to the positions to line the text up with the path. Each vertex must be translated to the origin by the starting vertex’s position, rotated by the calculated amount, and then translated back to original position due to the nature of rotations in OpenGL.

We only need a single VBO for rendering all of the text for the application, even with rotated groups of text as described above.
Figure 3.8: An image showing text drawn on an expanded path. The string “Link 1529 (N5078-N8) status OK > >” is repeated over entire length of the path.

3.4 Satellite Images

The satellite image layer of the visualization handles drawing satellite images at a given level of detail. This code required relatively few changes, as the main operations performed when rendering these images are independent of OpenGL calls. Andrew Zonenberg previously implemented a tile cache which loads different textures into RAM based on the current level of detail and camera position of the system. At most 10 images are fetched by the CPU and loaded as textures to draw any combination of satellite images for a particular scene. Each of these tiles is drawn as a quadrilateral made up of two triangles. A basic vertex and fragment shader render the textures.

In order to facilitate magnifying the satellite images, we render them to a Frame Buffer Object (FBO). FBOs allow for rendering data without immediately drawing this data to the screen. The satellite images are drawn to a texture that is same size as the screen. To render this final texture, we simply draw a quadrilateral that encompasses the entire screen, using the texture created by the FBO. This final texture does not need a model-view matrix, as we simply define it in terms of projection space.

3.5 Road Network

The previous implementation of rendering the roads in the visualization used an intermediate version of $\text{glDrawArrays()}$ which allowed CPU arrays to be bound as data (Vertex Arrays) to avoid using $\text{glBegin()}$ and $\text{glEnd()}$. The road network
was represented as an array of line strips, such that an individual road was either a single line segment for straight roads or multiple line segments for curved roads.

![Figure 3.9: An image showing a curved road, rendered with purple lines, on top of the satellite images.](image)

An initial implementation of changing the rendering of the road network used `glDrawArrays()` with these individual line strips. Each individual line strip was bound to a frame buffer and then immediately drawn. This rendering method had a negative impact on the overall performance of the application, as every invocation of `glBufferData()` requires new data to be allocated.

To solve the performance issues, the road network was transitioned to the method of rendering lines described earlier. All of the line strips are split into individual line segments and stored in a single VBO. This new method of rendering allows for a single call to `glDrawArrays()`. This data is also static for the entire life of the visualization, so we can improve performance even further by only loading the data into the VBO one time and using `GL_STATIC_DRAW` to notify OpenGL that the data will not be changed after being initialized. The positioning of the road
network is dependent on the model view projection matrices, and still requires the matrices to be passed in as uniform variables to be rendered correctly.

Similar to the satellite images, we render the road network to the FBO to allow the magnification to affect the road network.

### 3.6 Summary

This chapter discussed the changes to the code that were required for our magnification functions to be applied. A brief overview of the changes between legacy OpenGL and modern OpenGL were discussed, followed by the specific changes to the rendering system. The following chapter describes the non-linear magnification function used by our application and its implementation within our systems.
CHAPTER 4
MAGNIFICATION

This chapter details the main contribution of this thesis work: the magnification effect generated by manipulating the distances for both the texture and the graph network. Subsection 4.1 explains the process used in transforming the rendered FBO texture that the satellite images (Section 3.4) and road network (Section 3.5) both render to.

The requirements for this non-linear magnification of a texture include the ability to specify an inner and outer radius of magnification as well as a linear zoom factor. The program is intended to create a visual effect such that the non-linear region between the inner and outer radii smoothly blends the regions of linear zoom and base level magnification. The resulting function that accomplishes these goals should be easily extensible to allow for multiple cursors interacting with the system at the same time.

In performing magnification, we attempt to show more information to the users while ensuring that the data is still continuous. Some data loss will occur as regions become demagnified, but we attempt to minimize this as much as possible. As noted by Keahey and Robertson, our piecewise function should be continuous on its boundaries: the linear and non-linear functions should return the same value at the inner radius, and the non-linear function should return the input value at the outer radius [17].

A similar transformation is applied to the nodes and endpoints of line segments for the graph network. As mentioned previously in Chapter 1, most of the data in the graph network corresponds to physical locations, so when the underlying satellite images get transformed by the texture magnification, the nodes and line segments must move accordingly. This process is explained in Subsection 4.2.
4.1 Texture Magnification

To simulate magnification when dealing with rendering textures, we perform transformations the entire FBO texture based on proximity to mouse cursors. Given three values, an inner radius, \( r_0 \), an outer radius, \( r_1 \), and a linear zoom factor, \( z \), we construct two different formula for performing either a linear or non-linear magnification.

![Figure 4.1: Visualization of the magnification parameters. \( z \) is the linear zoom factor, \( r_1 \) is the outer radius, and \( r_0 \) is the inner radius.](image)

In both types of magnification, given the distance, \( d \), from a particular mouse cursor, \( c \), to the original UV coordinate for a particular fragment, \( p \), the equations return a new scaled distance. This new distance, \( f(d) \) is multiplied by the normalized direction vector between the mouse cursor, seen in Equation 4.1.

\[
v_i = f(d) \times \frac{c_i - p}{|c_i - p|}\]  
(4.1)

For distances less than \( r_0 \), we perform linear magnification. The equation for which is given in Equation 4.2

\[
f(d) = d \times \frac{1}{z}\]  
(4.2)

We scale the distance by \( \frac{1}{z} \) due to how UV sampling is performed. Reducing the area of the sampled texture spreads less information over the same area, resulting in the ability to see more data. An example of this is shown in Figure 4.2.
Figure 4.2: Simple UV sampling example demonstrating magnification. The texture remains the same, we simply sample from a smaller region when performing magnification.

For distances less than $r_1$, we use the same premise of Equation 4.2, but scale the linear zoom factor based on the distance away from the center instead of using a fixed value. To achieve this goal of a smooth, continuous image, we need a function which is continuous and has a smooth derivative. There are a few functions which follow the general form of having upper and lower limits; functions with a sigmoidal shape fall into this category. For our purposes, the desirable features are a smooth but rapid decrease from the higher magnification level, $z$ to the baseline level, 1. The generalized logistic function (Equation 4.3) fits these requirements as seen in Figure 4.3, and is modified to fit our parameters, shown in Equation 4.4

$$f(x) = \frac{1}{1 + ae^{-bx}} \quad (4.3)$$

$$f(d) = d \times \left( 1 + \epsilon + \frac{(z - 1 + 2\epsilon)}{1 + ae^{b(d - r_0)}} \right) \quad (4.4)$$

The variables, $a$ and $b$, can be solved for with the following two equations, 4.5
and 4.6, essentially using a known given point to solve for the two variables.

\[ a = \frac{\epsilon}{z - 1 + \epsilon} \quad (4.5) \]

\[ b = \ln\left(\frac{\frac{z-1+2\epsilon}{\epsilon}+1}{a^{r_1-r_0}}\right) \quad (4.6) \]

**Figure 4.3:** Example graph of a logistic function with \( r_0 = 100 \), \( r_1 = 200 \), and \( z = 4 \).

The combined piecewise function for the distance function is shown below (Equation 4.7).

\[
f(d) = \begin{cases} 
  d \times \frac{1}{z} & : 0 < d < r_0 \\
  d \times \left(1 + \epsilon + \frac{(z-1+2\epsilon)}{1+ae^{(a-r_0)}}\right) & : r_0 < d < r_1 \\
  d & : r_1 < d 
\end{cases}
\quad (4.7)
\]

A graph of the distances for the texture magnification functions is shown below in Figure 4.4 comparing the original distance and the computed distance.
Figure 4.4: Graph of the piecewise function, the x axis represents the original distance from the mouse cursor and the y axis represents the new computed distance from the mouse cursor. The right image is the graph of the inverse of the piecewise function. This figure shows that both functions have the same domain and range.

4.2 Graph Magnification

To move the graph network correctly, we must use functions that are related to the texture magnification functions above. To perform magnification on a texture, we decrease the distance between the original UV coordinate and the focal point. If we decrease the distance between a cursor and a graph element, we cause the data to become clustered around the cursor instead of moving further away from the cursor.

Both functions map to the same domain and range. For any input between 0 and the outer radius, \( r_1 \), the output of the distance function should also be between 0 and \( r_1 \). The function for moving the graph network is also piecewise, much like the texture magnification functions.

If we examine the linear magnification function and its inverse for texture magnification, we can deduce that the correct way magnify the graph network is the inverse of the texture magnification function. The inverse of the linear magnification transformation (seen in Equation 4.2) is trivial to compute, and is shown below in Equation 4.8. The original function transforms values in the range of 0 to \( r_0 \) to 0 to \( r_0 \), so the inverse equation only accepts inputs in the range 0 to \( \frac{r_0}{2} \).
While the linear equation is trivial to invert, the logarithmic function is impractical to do analytically. The simplified version of the non-linear texture magnification is shown in Equation 4.9. Solving this problem requires using Lambert W functions [27]. Solving this equation was outside of the scope of the thesis, so we avoid solving this problem analytically by solving Equation 4.4 and storing the values in an array. Retrieving the values from the array uses a binary search to find the solution. For our purposes, we stored every value in the range from \( r_0 \) to \( r_1 \) with an interval of 0.1. This interval was discovered by viewing the derivative of the texture magnification function.

\[
g(d) = d \times z \quad (4.8)
\]

\[
f(d) = de^d \quad (4.9)
\]

The full piecewise function for graph magnification is seen below, \( \text{BinarySearch}(z, d) \) corresponds to the index in the table given by performing a binary search of the table with a zoom level, \( z \), for a particular distance, \( d \). Because we only store values from \( r_0 \) to \( r_1 \), we add \( r_0 \) to this value to get the answer for the inverse of the non-linear function.

\[
g(d) = \begin{cases} 
d \times z &: 0 < d < \frac{r_0}{z} \\
\text{BinarySearch}(z, d) + r_0 &: \frac{r_0}{z} < d < r_1 \\
d &: r_1 < d
\end{cases} \quad (4.10)
\]

### 4.3 Multi-cursor Magnification

The techniques described in the previous sections (Section 4.1 and 4.2) are all applicable for situations where only a single mouse cursor is applied within \( r_1 \) pixels of the cursor. The formulas described above are extensible and only need to be modified slightly for usage when multiple cursors affect a fragment or graph element.

Intuitively, we would expect that cursors closer to a point should have more of an effect on the final position of a fragment or graph element than cursors that are
further away. This intuition leads to one possible solution of performing a weighted average to get a final position.

Instead of simply returning a new distance from the texture and graph magnification functions (Equations 4.7 and 4.10), we have each function return two values, the original distance and the vector corresponding to the direction it would have been moved in.

Because we want cursors that are closer to the element being affected to have a stronger influence, we assign a higher weight to cursors that are closer, a full equation is seen below (Equation 4.11). It is important to note that the weights add up to 1.0, as we should not move a point more than it can be transformed by the single application of the magnification equations.

\[
 w_i = \frac{r_i - d_i}{\sum_{i=1}^{n}(r_i - d_i)} \quad (4.11)
\]

\[
 \mathbf{v}' = \sum_{i=1}^{n} w_i \mathbf{v}_i \quad (4.12)
\]

Figure 4.5: The two regions of magnification are seen overlapping a particular red point. Cursor 2 should have a higher weight when determining the final position, as it is closer to the original position of the point.

The vectors are multiplied by the corresponding weight, and the resulting vector is added to the original point to get the new position of the element (Equa-
tion 4.12). $v_1$ the result of multiplying the result of the piecewise function (Equa-
tion 4.7) for texture magnification or graph manipulation (Equation 4.10) by the
normalized direction to the cursor $c_1$.

![Graph Element Before Magnification](image1)

![Graph Element After Translation](image2)

![Cursor Original Position](image3)

![Cursor When Clicking](image4)

Figure 4.6: The circular region represents the area magnified by a cursor at its center. The magnification that moves the graph element must be inverted to allow users to click on the actual position of the graph element, as seen in the bottom half of the image.

When interacting with the visualization application without magnification, every cursor is assumed to be directly over a point in screen space. However, when graph elements are moved due to being magnified by a cursor, we must compensate for the magnified position to interact with the node accordingly. Seen in Figure 4.6, we perform the texture magnification equations on a cursor to find the original position of a graph element. This occurs only when clicking on a graph element, the cursor does not actually change its position on the screen.

### 4.4 Summary

This chapter detailed the main magnification function used for our application for both satellite images and the graph network. A method for applying this function
when multiple points of focus are included is also described. The following chapter discusses the application’s overall performance and a short survey of responses to the new system.
CHAPTER 5
RESULTS

In the previous two chapters, we discussed the changes to the overall visualization systems as well as the methods to perform non-linear magnification on our dataset. This chapter presents the resulting visualization of the entire application, various performance statistics, and a brief survey of opinions regarding the magnification effect.

5.1 Images

Figure 5.1 displays the visualization of an area of just the road network and satellite images. This image is what is stored in the FBO while this region is being viewed. Figure 5.2 shows successively higher levels of magnification around a single cursor. The red and blue visualization is a debugging tool to indicate which areas are under linear magnification (red) and which are under non-linear magnification (blue). The outer radius is set to 400 pixels and the inner is set at 200 pixels for these images. As the magnification increases, the area being magnified becomes more pixelated. This is due to the limited resolution of the original texture stored in the FBO. As we perform magnification, fewer individual pixels of the source texture are being used for the same region.

To provide a high resolution image at these high levels of magnification, we can render the scene multiple times based on the different magnification levels utilized by the users. If we attempt to store the same geographic layer at \(n\) times the current level of detail, we produce an image that is \(n^2\) as big as the current texture. We are using RGB values for the texture, which results in \(3 \times width \times height\) bytes for each original texture with a viewport of \(width\) by \(height\) pixels. We currently run the application at a 1600 x 1000 resolution, which requires 4.5 MB of data on the GPU. Most modern GPUs allow for between 2 GB to 4 GB of data on the GPU at any time; this means that we cannot simply render all the data to the GPU for a given geographic region, as we currently allow for a 72x linear magnification. This
magnification would require 22 GB of storage on the GPU.

We can begin to avoid this memory issue by only storing the higher resolution images in regions that are near cursors. However, there still may be problems with performing this rendering multiple times for each cursor, for each frame. Currently, we allow for 45 discrete levels of linear magnification, so we should only calculate these high resolution region for the current level of linear magnification of the cursor as well as its neighboring values.

Figure 5.1: A single image showing a section of the application with just the road network and satellite images. This is the current contents of the FBO, and is transformed by the magnification functions to produce the images in Figure 5.2.

Figure 5.3 shows the application without any magnification applied for a particularly dense area of graph elements. The user would like to see the individual elements separated and also see the underlying satellite imagery of the region. Figure 5.4 shows a series of images with an increasing level of linear zoom. By performing this magnification, the user is able to see the individual street and intersection information that was initially obscured by the graph elements. As we increase the magnification of this region, the majority of the nodes become clus-
Figure 5.2: This series of images shows the road network and satellite images rendered at increasing levels of linear magnification, ranging from 1.6x to 17.4x. Notice that the individual pixels become more noticeable as we increase the zoom. The blue region represents the area of non-linear magnification, while the red region represents the area of linear magnification. This is a debugging visualization for viewing the different regions of magnification.
tered in the non-linear region. Using a high magnification for these areas may end up being as detrimental as no magnification for multiple users, as the nodes are still indistinguishable from one another due to the demagnification of the blue region.

Figure 5.3: A single image showing the application with the satellite images, graph network, and road network all displaying. This image is included as a base reference point for the images in Figure 5.4.

The interaction between multiple magnification areas is seen in Figure 5.5. Both users are diagnosing a problem in the same area, and are able to see the region around their cursors in greater detail without affecting the other user. Note that the river between the two sites is still clearly visible, along with the edges between elements for both regions. This functionality allows the individual users to still see the relationship between their specific graph elements to the overall system, further assisting in diagnosing the problems within the region.

We can compare the focus plus context magnification seen in Figure 5.5 to the global magnification seen in Figure 5.6. It is immediately apparent that the global magnification does not provide the same level in any way when compared to the focus plus context results. Many graph elements are now missing from this
Figure 5.4: These images show the full application with an increasing level of linear magnification affecting both the graph data and the satellite images. The user is currently diagnosing a problem with the group of hotels in this region.

picture due to the global zoom, so it is difficult to see how these two nodes relate to other nodes within the graph. This global magnification also fails to adequately show much geographic information about the area surrounding each of the expanded nodes.

Figure 5.7 shows a single cursor interacting with a single graph node and edge. If we examine the magnification of the satellite images and graph network, we can see that the node stays in the same geographic location, i.e. if this was a physical
Figure 5.5: An image showing the combined areas of magnification between two cursors. Each user is able to see their own region of interest in greater detail.

map, the node stays stuck to its position even when we fold the map to produce a magnification. This was the intended purpose of the magnification for both the satellite images and graph network, as it allows for users to see high magnification satellite data and interact with the system without performing a global zoom. Unfortunately, because the nodes remain geographically rooted, interacting with graph elements becomes more difficult. The cursor still moves in screen space, despite covering more geographic space. The elements also move from their original position, requiring more hand-eye coordination to accurately interact with the elements. This problem is further exacerbated when higher levels of magnification are used, as the elements simply move around a cursor even faster.

Certain edges within the system are defined to follow a specific path. These edges were subdivided into many smaller line segments to have the shape of the path retain its geographic location when magnified. This subdivision occurred on edges which were defined with more than two end points. This was simply a rough proof of concept, and can easily be extended to look for details within the edges themselves to perform this subdivision. An image displaying the visualization of two different edges is seen in Figure 5.8.

Finally, Figure 5.9 shows the flexibility of the generated magnification functions for the application. As we increase the size of the linear magnification, the region of non-linear data becomes more distorted, resulting in data loss. When the linear and non-linear regions are the same size, we see that the satellite images and
Figure 5.6: The same nodes seen in Figure 5.5, with the maximum global magnification applied which has both nodes on screen. We cannot see the same level of local satellite imagery near the end points in question.

road network lose data completely, as the magnification function is no longer C0 continuous. The image with mostly linear magnification but a slight amount of non-linear seems to provide the most benefit, as the data within the linear region is undistorted, and the global context of the data is still mostly retained.

5.2 Performance

Different aspects of the system were analyzed with regards to their performance. Each of the main individual systems: the satellite images, the road network, and the graph network were measured for the amount of time it took to complete a single render function of their respective data.

For rendering the satellite images, we measured the amount of time it took to render to the FBO for a 1600 by 1000 resolution window. Figure 5.10 displays this information. For the most part, rendering the satellite images takes less than 0.02 seconds no matter the number of tiles being rendered. Each tile is a 1024 by 1024 texture. The number of tiles on screen depends on the current level of detail of the
Figure 5.7: These images depict a single cursor trying to center itself on a particular node. There is some slight difficulty in this task, as the node changes position due to the magnification function. Currently, the cursor movement is relative to the original unmagnified screenspace, so with high magnification, the movement of the cursor is visually fast in the magnified region.

overall application, as well as the positioning within the application. The individual data points were simply measured by recording the amount of time a single render function call occurred, including the retrieval of the correct texture. The blue line in the graph shows the average amount of time it takes to render the satellite images with a specific number of tiles as the number of tiles increases.

Table 5.1 shows the average render time for the road network and graph network. Currently, neither the graph network nor the road network vary in size, so we simply calculate the average time for rendering for the current status of the system. Both take a relatively insignificant amount of time to render, even though the road network has roughly 640,000 vertices and the graph network has approximately 60,000 vertices being rendered.

In addition to the graph network being measured in terms of render performance, we recorded the amount of time it took to perform the magnification functions on the graph network, nodes and edges are treated equally within this
Figure 5.8: An image showing that edges which have a defined path, such as red buried power lines, retain their geographic location during magnification and bend around the magnification region. This contrasts with the green communication edge which connects nodes with a straight line regardless of the magnification.

Table 5.1: The average time it takes to perform a render of the different elements for the current state of the system.

<table>
<thead>
<tr>
<th>Number of Elements</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satellite Images</td>
<td>Up to 15</td>
</tr>
<tr>
<td>Road Network</td>
<td>33664</td>
</tr>
<tr>
<td>Graph Network</td>
<td>2563</td>
</tr>
</tbody>
</table>

calculation, so the total number of elements is simply the sum of nodes and edges within the system. This is seen Figures 5.11, 5.12 and 5.13.

Currently, the system runs with 808 nodes and 1755 edges for a total of 2563 elements. Even with roughly ten times as many data elements, it only takes 0.08 seconds for one, two, or three cursors. Increasing the number of cursors within the system causes a linear growth in the amount of time it takes to perform the
Figure 5.9: A series of images showing examples of different sized linear and non-linear magnification regions. As we increase the size of the linear region, the non-linear region becomes more and more distorted.
Figure 5.10: The blue line represents the average amount of time it takes to render a given number of tiles. The red dots are individual data points. The outliers are likely due to the time the simulation takes to load a new image when viewing a different part of the map that is not already loaded into the cache.

magnification. It may be possible to make this growth sub-linear by utilizing the existing quad-tree data structure. This was simulated by duplicating the elements within the graph network, as we do not have a dataset that contains more than 2563 elements. It is unlikely that we would need work with a data set much bigger than 200,000 elements. Assuming that elements are evenly distributed, we would have a region that covers 100 times the area - resulting in a simulation for a region that would be handled by more than a single team of emergency response officials.

The gDEBugger application was also used to measure global aspects of the visualization’s performance [28]. Memory usage of the application can be seen in Table 5.2. Figure 5.14 shows a graph of the frames per second (FPS) for the application over the first thirty seconds of runtime.

The system maintains an interactive framerate, with only a few instances of the FPS dipping below 30. Even with these dips in framerate, this should not
Figure 5.11: The red circles represent individual data points for a given amount of graph elements. The blue line simply shows the average, but there are relatively few outliers, and the graph clearly shows that the correlation between the number of elements and the time required to perform the movement function is roughly linear.

Figure 5.12: Like the previous figure, the correlation is roughly linear between the number of elements and the time required. Adding an additional cursor increases the rate of growth of the function.
Figure 5.13: An additional cursor keeps the linear correlation between the number of elements and calculation time. We also see that the extra cursor further increases the growth rate of the function.

Figure 5.14: The red line shows that the average FPS over the first 20 seconds is 37.23 FPS. The initial low FPS is due to the application taking a few seconds to load data from the database which blocks all rendering.
hinder the usage of the overall application, as users will probably not be continually interacting with the system.

**Table 5.2**: The memory usage of the OpenGL relevant portions of the application is displayed. Textures take up approximately 50% of the data being stored. Overall, the application uses a relatively small amount of GPU data, only 107 MB total.

<table>
<thead>
<tr>
<th>Object Type</th>
<th>Memory Size</th>
<th># of Objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shaders</td>
<td>43 KB</td>
<td>32</td>
</tr>
<tr>
<td>Shading Programs</td>
<td>Insignificant</td>
<td>13</td>
</tr>
<tr>
<td>VBOs</td>
<td>21956 KB</td>
<td>54</td>
</tr>
<tr>
<td>FBOs</td>
<td>Insignificant</td>
<td>1</td>
</tr>
<tr>
<td>Textures</td>
<td>49905 KB</td>
<td>17</td>
</tr>
<tr>
<td>Static Buffers</td>
<td>35941 KB</td>
<td>8</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>107845 KB</strong></td>
<td><strong>125</strong></td>
</tr>
</tbody>
</table>

The textures containing satellites are the biggest contributor of memory within the system, followed closely by the static buffers and the VBOs. We frequently update the texture and VBO data, so it may be prudent to try and reduce the amount of data being stored for VBOs. Because this application only takes up 107 MB of data on the GPU, it should run on pretty much any hardware. Dedicated GPUs usually have between 1 GB and 4 GB of memory, and integrated GPUs use the regular system RAM.

### 5.3 Survey and Discussion

An informal survey of fellow students was performed for preliminary feedback on the changes proposed in Chapter 4 with regards to using the overall application. The different participants were given time to interact with the map for five minutes using the traditional methods of global zooming. After this time period passed, they used the new focus plus context system, and their opinions and thoughts about the two different methods of interaction were recorded.

- Magnification looks intuitive, seems like holding a magnifying glass.
- Magnification draws eyes to the magnified area.
• Cursor magnification instead of traditional zooming useful due to global information.

• Combined areas of magnification look weird, but unsure what should be displayed.

• With high magnification, mouse interaction is too sensitive.

• Some edges being magnified while others aren’t is distracting.

• Difficult to click on elements due to how the nodes move around, try applying a different effect instead of just moving them.

The fact that the participants found the visualization helpful was expected due to the application requiring a global overview of the entire data to formulate solutions. The responses related to the actual interaction with the system were surprising. Due to my familiarity with the system, I did not notice that graph elements changing their screen position was initially a difficult concept to grasp, as the elements initially move away as you approach them. The oversensitivity of the interaction was expected, as it was difficult to control even when debugging.

In a formal study, it is important to get quantitative data about user interaction with the system and the overall usefulness of the visualization. By logging the actions that a user takes while interacting with this system, an experiment could be designed to measure the number of actions a user needs to take to perform a task within the system. We could measure the amount of distance that the mouse cursor travels and count the number of actions performed to quantify the usability of the entire visualization. Having lower values for both would indicate that the user was able to see more data and was assisted by the overall system.

5.4 Summary

This chapter presented a series of figures showing the magnification of the satellite images and graph network with single and multiple cursors interacting with the system. We also discussed various performance statistics related to rendering and performing magnification operations on the CPU. Finally, we detailed the results of
a brief survey of inexperienced users regarding the visual effects of the system and their interaction. The following chapter will discuss possible future work stemming from this thesis.
CHAPTER 6
FUTURE WORK AND CONCLUSION

The previous chapter presented the resulting visualization from applying the magnification functions to the graph network and satellite images. The overall performance of the application was also measured to ascertain the viability of using this visualization for larger datasets. This chapter will present a few areas of possible improvement for the current implementation with regards to visual results and algorithm performance.

6.1 Satellite Images

The current method of performing linear magnification on the satellite images does not provide the same level of detail of the resulting image as an equivalent global zoom does. This is due to the magnification spreading a relatively small number of texture coordinates over a large area of screen space. Ideally, we would use a method similar to mipmapping where we load the higher resolution textures into GPU memory and use that to provide a greater amount of detail for the magnified areas. This method was proposed by Keahey as Seamless Multi-Level Views [16].

There are a few problems with directly implementing such a technique. There is a limited amount of data that can be stored at any particular resolution on the GPU. The amount of memory stored on a GPU averages at about 2 GB. As stated

![Figure 6.1: Individual pixels are currently seen with a 72x linear zoom.](image)
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previously, the FBO texture takes up approximately 4.5 MB with the application running at a 1600 by 1000 resolution. The FBO is currently used to store any data that is not immediately rendered as textures. 2D textures are limited within OpenGL by their larger dimension, this value ranges from 1024 to 16384, depending on the hardware. If we have twice the level of detail of a region, we must take up four times as much data in the resulting texture if we wish to store the same geographic coordinates as the lower level of detail image. This magnified region could be generated as the cursors move around the application, but that requires the operations to be fast enough to calculate every possible discrete level of detail that the cursors can use. The current cursors move to fast with respect to geographic positions, so once this has been addressed, the system would not need to update these extra regions as often. We could also use the lower resolution texture as an option until the higher resolution one has been made available.

While seeing the individual pixels helps the user understand how much they are magnifying the source texture, it obscures any finer details about the geography that might be useful information. Being able to see more detail is the priority of performing magnification. Other effects can be added to help indicate the intensity of a magnification, as suggested by Keahey [16].

The road networks, similar to the satellite images, are also heavily pixelated in the resulting magnification. This can be fixed by simply rendering the road network to the screen instead of to the FBO.

Combined magnification regions caused by overlapping mouse cursors for satellite images produce some odd results. An example is seen in Figure 6.3. It is unclear what should happen when two regions are combined for our applications, it may be correct to prevent different cursors from interacting with each other to avoid creating any sort of extreme satellite distortion. A few options for combining areas of magnification were presented by Keahey and Robertson, including weighted averages and maximal ray clipping [17].
Figure 6.2: The aliasing of the road network is seen due to the 17.4x linear zoom.

Figure 6.3: An image showing two combined areas of 6.7x magnification. The continuous river south of the cursors does not contain a branch in the original image.

6.2 Graph Network

Combined areas of magnification do not currently result in graph elements being placed in the same geographic location due to an algorithmic error. This is due to a difference in the premise behind the texture magnification and the graph magnification. The algorithm for texture magnification calculates what geographic data should go at a particular screen location, while the graph magnification tells graph elements to move to a screen location. To move the elements of the graph
correctly, we must apply the movement operation to the graph multiple times for each cursor until the same result is obtained twice.

We can avoid the incorrect placement of graph elements by changing the interaction between areas of magnification. When areas of magnification overlap, we can have the application respond by having the cursors stay in the same screen position but display different geographic and graph information. Another possibility is performing magnification on the convex shape or line formed by elements whose areas of magnification overlap.

As mentioned previously in Chapter 5, the graph movement operations are inefficient for large amounts of data. The current set of graph operations rely on a quad tree implementation which could be used to avoid measuring the distance to every element within the graph. While this quad tree implementation would not improve performance where a large amount of nodes are in a single area, the fact that the data is geographic ensures that this situation is rare.

6.3 Conclusion

Creating a focus plus context visualization of data is highly dependent on what information needs to be displayed. For the Infrastructure Visualization, we opt to use a region of non-linear magnification surrounding a region of linear magnification to keep as much context of the data as possible. This thesis explained the necessary changes to the existing visualization to transition to modern OpenGL to perform these functions on our data. We presented techniques for applying this magnification to both the satellite data and the geographically-based graph data to ensure that the data remained consistent visually. These functions are currently efficient enough to support a system with 20,000 elements and run in real time.
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