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ASSIGNMENT 0

This homework reviews math you should be comfortable with before taking the course. For each of the 27

problems, grade yourself as follows:

[Grade 0] I have no idea what the problem is talking about.

[Grade 1] I understand what the problem is asking.

[Grade 2] I think I know how to solve after brushing up my knowledge.

[Grade 3] I can solve the problem.

You do not have to solve any of the problems. Just honestly write a grade for each problem. Now, compute

your average grade and write that on the front of your homework. Hand in this homework with the average

as well as the individual grades for each problem.

Probability and Counting

1.(Expectation)
Random variables X,Y have expectations E[X] = 1, E[Y ] = 2. Let Z = X + Y .

(a) What is E[Z]?

(b) How large can Var[X] be, and how small can it be?

2.(Gaussian)
What is the formula for the probability density function of a random variable X that has a Gaussian distri-
bution in d dimensions. Assume E[X] = µ and the covariance matrix is Σ.

For X having a Gaussian distribution in 1 dimension with mean 1 and variance 2, estimate P[X ≥ 3].

Let X1 and X2 have a Gaussian distribution with mean 1 and variance 2. If X1 and X2 are independent,
what is the distribution of X = X1 +X2?. If cov(X1, X2) = −0.25, what is the distribution of X.

3.(Binomial Distribution)
You have 10 independent coins, each having probability 3

5
of flipping heads. Let X be the number of heads

flipped when all ten coins are flipped.

(a) What is P[X = 6]?

(b) What is P[X ≥ 6]?

(c) What is E[X]?

(d) What is Var[X]?

4.(Markov/Chebyshev Bound)
A positive random variable X has expected value 1. Give an upper bound for P[X > 5].

Give a lower bound on the probability that a random variable with variance 1 will be within 1 unit of its mean.

5.(Mean and Variance)

You have numbers x1, . . . , xN . The mean is x̄ = 1

N

∑N

n=1
xn and the variance is σ2

x = 1

N

∑N

n=1
(xn − x̄)2.
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(a) Show that σ2

x = 1

N

∑N

n=1
x2

n − x̄2.

(b) Show that for any set of numbers, the average of the squares is as large as the square of the average.

(c) How can you compute the variance with just one pass through the data x1, . . . , xN , using O(1) memory.

6.(Bounding Probabilities and Union Bound)
Let A and B be arbitrary events. Suppose P[A] = 0.6 and P[B] = 0.7.

(a) What is the maximum possible value of P[A ∩B]?

(b) What is the minimum possible value of P[A ∩B]?

(c) What is the maximum possible value of P[A ∪B]?

(d) What is the minimum possible value of P[A ∪B]?

7.(Random Variate Generation)
You have a stream of independent uniform random variables taking on values in [0, 1].

(a) How will you generate a uniform random variable in the interval [a, b].

(b) How will you generate a Gaussian random variable with mean 0 and variance 1.

(c) How will you generate a Gaussian random vector x with mean vector µ and covariance matrix Σ.

8.(Combinatorics)
You have a deck of 52 cards in which there are 4 cards of each denomination 1, 2, . . . , 13.

(a) In how many ways can you draw a full house, which is a hand of 5 cards with denominations xxxyy?

(b) What is the probability of obtaining a full house?

(c) In how many ways can you sample 10,000 balls from a set of 100,000 distinct balls. Give a decent
estimate, not just ∞. (You may either numerically try to estimate this by (say) first estimating the
logarithm of this number, or you may use an analytic approximation to the factorial function.)

9.(Conditional Probability/Bayes Theorem)
You roll two dice.

(a) What is the probability that at least one of the dice has rolled a 4?

(b) You are told the sum is X. Conditioned on the value of X, for X = 2, 3, . . . , 12, what now is the
probability that at least one of the dice has rolled a 4.

(c) Compute the probability that ‘the sum is 10’ conditioned on ‘at least one of the dice has rolled a 4’.

Linear Algebra

10.(Inner Product)

The Euclidean inner (dot) product is x · y =
∑d

i=1
xiyi.

(a) What is the formula for the norm, ‖x‖ and relate it to a dot product.

(b) What is the formula for the dot product in terms of the angle between the two vectors and the norms.

(c) Show that ‖x+ y‖2 = ‖x‖2 + ‖y‖2 + 2x · y.
(d) Show that (x · y)2 ≤ ‖x‖2‖y‖2. When does equality occur?

(e) What is the maximum and minimum of x · y and |x · y|, and give examples in 2 dimensions attaining
these maxima and minima.
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11.(Basis)
Show that any set of d linearly independent vectors in d dimensions is a basis (that is they are linearly
independent and span the space).

For a basis, show that every vector is a unique linear combination of the basis vectors.

12.(Rank)
If x and y are vectors of the same dimension d,

(a) What are the dimensions of xyT and yTx.

(b) What is the rank of xyT .

(c) What is the dimension of the null space of xyT .

(d) What is the dimension of the range of xyT and give a basis for the range.

13.(Matrices, Eigenvalues/Eigenvectors)
Consider the matrix

A =





2 1 3
1 1 2
3 2 5





(a) Compute the trace and determinant of A.

(b) Compute the eigenvalues and corresponding eigenvectors of A.

(c) What is the rank of A

(d) What is the inverse of A?

(e) What is the pseudo-inverse of A?

(f) Is A positive-definite?

(g) Is A positive-semidefinite?

(h) If you pre-multiply A by B to get C, C = BA, what are the possible dimensions of B and C?

14.(SVD - singular value decomposition)
What is the singular value decomposition (SVD) of a matrix A?

Suppose the SVD of A is A = V ΓUT . Let A† = UΓ†V T , where Γ†
ij = 1/Γij when Γij > 0 and zero otherwise.

Show that:

(a) AA†A = A and A†AA† = A†

(b) (A†)† = A.

(c) If A is invertible, so there is a unique A−1 for which A−1A = I, then A−1 = A†.

15.(Positive Definite)
Let A be a symmetric matrix. Show that A is positive definite if and only if every eigenvalue is strictly
positive. (It is always possible to choose an orthogonal basis whose basis vectors are all eigenvectors of A.)

Show that a matrix of the form A = ZZT is positive semidefinite. When is it positive definite?

16.(Area and Volume)
Consider the vectors:

z1 =

[

2
1

]

, z2 =

[

1
0

]

; w1 =





2
0
1



 ,w2 =





1
0
1



 ,w3 =





1
1
1



 ,
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What is the area enclosed by the parallelogram whose edges are defined by z1, z2? What is the volume of
the parallel piped whose edges are defined by w1,w2,w3?

17.(Hyperplane)
Consider the hyperplane defined by all points x satisfying

wTx = 3, w =





1
2
3





(a) What is the dimension of our space?

(b) What is the dimension of the hyperplane?

(c) Give a unit vector that is normal to the hyperplane.

(d) Compute the distance between the hyperplane and the origin.

(e) Compute the distance between an arbitrary point x and the hyperplane.

Multivariate Calculus

18.(Derivatives)

f(x) = ln(1 + e−2x)

g(x, y) = ex + ey
2

+ e3xy

What are
df

dx
and

∂g

∂y
?

19.(Chain Rule)

f(u, v) = uv

u(x, y) = cos(x+ y)

v(x, y) = sin(x− y).

What is
∂f

∂x
?

20.(Integration)

(a) Compute

∫

10

5

dx
x

2x2 − 3
.

(b) Compute

∫ ∞

0

dx
1

1 + x2
.

21.(Taylor Expansion)

E(u, v) = (uev − 2ve−u)2.

(a) Compute the gradient ∇E and the Hessian ∇2E evaluated at u = 1, v = 1.
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(b) Give the second order Taylor series approximation to E at u = 1, v = 1.

22.(Minimization)

(a)
E(w) = aew + be−2w,

for constants a, b > 0. As a function of a, b, compute minw E(w).

(b)
E(x, y) = x3 − 6xy + 3y2 − 24x+ 4

Determine the stationary points of E(x, y) and check for local minima or maxima.

23.(Continuity)
Consider

f(x, y) =
x2y

x4 + y2
for (x, y) 6= (0, 0) and zero otherwise.

Is f continuous at (x, y) = (0, 0)? Why or why not?

24.(Quadratic Forms)
Given a matrix X and a vector y of appropriate dimensions, define

E(w) = ‖Xw − y‖2.

(a) If X is N × d, what are the possible dimensions of w,y?.

(b) Show that E(w) = wTXTXw − 2wTXTy + yTy.

(c) Show that the gradient and Hessian are given by:

∇E(w) = 2(XTX)w − 2XTy

∇2E(w) = XTX.

(d) If XTX is positive definite, show that E(w) is minimized at w∗ = (XTX)−1XTy.

(e) What is minw E(w)?

25.(Limits)

What is lim
N→∞

eN

N + 2eN
?

26.(Transformation of Random Variables, Integration)

(a) If X has a uniform distribution on [0, 1], what are the probability density functions of lnX and
√
X

(b) Let X1, . . . , Xn be independent exponential random variables having density p(x) = e−x. Let Y1, . . . , Yn

be random variables defined by

Y1 = X1

Y2 = X1 +X2

...

Yn = X1 +X2 + · · ·+Xn.
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Find the density of Yi, using induction.

Now do the same using moment generating functions.

How is the distribution related to the Gamma density?

27.(Expectations, Integration)
Suppose X is a Gaussian random variable with mean µ and covariance matrix Σ, in d dimensions. Let A
be a d× d matrix. Compute

(a) E[AX].

(b) E[eX
TAX ].
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