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Introduction

Colorectal cancer is a disease in which cells in the colon or rectum
grow out of control

It is the 3rd most cancer worldwide affecting both men and women [1]

Around 90 % of CRCs is Adenocarcinomas (CRA).

It is a type of cancer that starts in the large intestine

Divided into two types: Low grade and High grade

Low grade has well-differentiated carcinomas

High grade has poorly differentiated carcinomas

Grading CRA is crucial
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Automatic methods have been introduced in field of pathology to
assist in grading of various types of cancers

Tissue samples are digitized with scanner to create Whole slide
Images (WSI).

Digital signatures within the tissue help in cancer prognosis and assist
clinical practices.

Existing patch-based approaches lack interpretability and depend on
images’ resolution.

To overcome these, the paper proposed an approach to extract
cellular interactions in the form of a graph along with tissue structure.

The extracted features are then fed to graph-based models to achieve
the cancer grading.
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Figure: Typical cell graphs from (a) normal, (b) low-grade and (c) high grade
images. The green lines represent the edges and the yellow dots represent the
nuclei (graph nodes).
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Literature Survey:Patch-based approaches

Araújo et al. [2] proposed an approach to classify breast cancer
histology images using a patch-based approach.

They divided the original image into twelve contiguous
non-overlapping patches.

The patch class probability was computed using the patch-wise
trained CNN and CNN+SVM classifiers.

An accuracy of 83.3% for carcinoma/non-carcinoma was achieved.

Coudray et al. [3] trained a deep convolutional neural network
(inception v3) on whole-slide images of lung cancer obtained from
The Cancer Genome Atlas.

They broke the WSI into 512*512 patches and achieved an accuracy
of 85.6%
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Literature Survey:Cell Graphs

Demir et al. [4] constructed augmented cell-graphs (ACG), from
low-magnification tissue images of brain.

Node represented cell cluster and edge described interaction.

Trained neural networks with edge establishing features and global
metrics.

This approach achieved a sensitivity of 98.15 % in brain cancer
classification.

Bilgin et al.[5] proposed Cell-Graph Mining for Breast Tissue
Modeling and Classification.

Extracted graph features such as node degree, clustering coefficient,
eccentricity, closeness etc to form feature set

SVM achieved an accuracy of 81.8 % with the above feature set.
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Wang et al. [6] found that intricate spatial distribution information of
the tumor microenvironment is informative for the prediction of the
survival of Gastric cancer patients.

Maximum effective distance was kept as 20m between immune and
tumor cells while building the graph.

GNN model could effectively capitalize on useful patterns generated
by Cell-Graphs and achieved an ROC of 0.904±0.012 for the
classification.
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Problem statement

Computational techniques for automatic quantification and
assessment of the tissue by considering the WSI have been increasing.

To cope with the enormous size of WSIs, the researchers divide the
images into patches.

There is an inherent trade-off between the resolution of each image
patch and the context provided.

Features learned by the convolutional network may lack an
interpretable correspondence to the tissue morphology and glandular
structure.

To overcome these drawbacks, nuclear features along with their
cellular interactions in the form of a graph are necessary to capture
cell-level information and the overall tissue micro-architecture
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Research Questions

Is there a significant relationship between interactions between the
cells in the graph and actual biological interaction?

Is the intricate spatial information of the cells obtained from cell
graphs enough to grade cancer?
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Methodology: Dataset Description

CRC dataset [7] consisting of 139 images taken from WSIs with an
average size of 4548×7520 at 20× magnification is used

Patches with a size of 1792×1792 pixels are utilized for cell graph
construction.
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Samples from the dataset

Figure: (A) and (B). Normal tissue. (C) and (D). Low grade tumor tissue.
(E) and (F). High grade tumor tissues
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Cell Graphs

A graph is defined as G = (V ,E ), which consists of a node set V
with d-dimensional node features xi ∈ Rd for i ∈ V and edge set Fj ,
where ei ,j = (i , j) ∈ Fj denotes an edge.

An adjacency matrix A ∈ Rn×n has non-zero entry Aij > 0 if eij ∈ E .

Nuclei are regarded as the nodes and the potential cellular
interactions as edges of the graph
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Cell Graph Construction

To construct the graph, the following steps are involved:

Nuclear instance segmentation to extract node features
Representative node sampling to remove redundancy in the graph
Graph edge configuration to define potential cellular interactions
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Nuclei extraction and Node sampling

The authors utilized CIA-Net [8] to extract the nuclei from the
images.

It uses both nuclei level and contour level information to efficiently
extract nuclei even in presence of clusters.

Farthest Point Sampling (FPS) method is employed to choose a
subset of nuclei, where each nucleus has the farthest distance to the
selected nuclei collection.

b-ratio of nuclei are sampled randomly and added to the subset to
prevent overfitting.
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Edge configuration

Edge is defined as the potential interaction between two nuclei.

The cells with a smaller Euclidean distance are more likely to interact.

Maximum degree of each node is set to K (10 in the proposed paper)

Adjacency matrix is written as :

Aij

{
1 if j ∈ KNN(i) and D(i , j) < d
0 otherwise.

D(·, ·) denotes Euclidean distance.
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Example

Figure: (a). Tissue sample. (b). Tiles on the image. (c). Nuclei extracted using
the CIA-Net. (d). Cell graph overlaid on the image.
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Feature Extraction

Features Features

Number of Nodes Number of edges

Nuclei position (Centroid) GLCM Contrast

GLCM dissimilarity Mean Intensity

Nuclei Area Orientation

Major Axis length Minor Axis Length

Convex hull area Eccentricity

Perimeter Solidity

Table: Feature set
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Graph Convolutional Network

Figure: CGC-Net
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A typical graph convolution operation can be written as:

h
(l)
i = σ

(
W (l) · Agg

{
h
(l−1)
j , ∀j ∈ Ñ(i)

})
Where h

(l)
i ∈ Rddenotes the hidden features,W (l)is learnable weight
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Adaptive GraphSage

GraphSage assigns same weights for all node embeddings (it is not
adaptive)

Adaptive GraphSage assigns weights to the node embeddings
according to local structure

K graph convolutions are stacked to capture information from K nodes

h
(1)
v , h

(2)
v , ..h

(k)
v are fed to bi-directional LSTM to generate embedding

for each feature.

These concatenated embeddings are sent to Softmax to get
importance score.

Each node is then represented by weighted sum of multi-level features.
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Graph Clustering

GNN architectures is that they are inherently flat

They propagate information across the edges of the graph

Unable to infer and aggregate the information in a hierarchical way

Consider an example of graph with organic molecules.

Graph Clustering module helps to capture this information
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Results

Figure: Average patch-level accuracy and image-level accuracy on CRC dataset.
GC represents the graph convolution method, where GS and AGS denote
GraphSage and Adaptive GraphSage respectively. Sampling represents the nuclei
sampling strategy.
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Figure: Comparison of different node sampling strategies
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Figure: Comparison with state-of-the-art on CRC dataset.

Yanning Zhou, Simon Graham, Navid Alemi Koohbanani, Muhammad Shaban, Pheng-Ann Heng and Nasir Rajpoot (Rensselaer Polytechnic Institute )3rd November,2022 25 / 75



Conclusion

Nuclei sampling strategy helped to reduce computational redundancy

Proposed approach accurately classified cancer by modeling the tissue
micro environment.

Model trained with local interactions and cell appearance features
outperformed state-of-the-art models.
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Evaluation

Positive aspects:

Fascinating idea of mapping the real-time interaction between the cells
in the tissue to form a cell graph
Adaptive architecture of GraphSage that has the capability to
aggregate multi-level feature embedding

Negative aspects:

Focuses more on the appearance features rather than the features
captured via the interaction in cell graphs.
Paper lacks qualitative analysis

Yanning Zhou, Simon Graham, Navid Alemi Koohbanani, Muhammad Shaban, Pheng-Ann Heng and Nasir Rajpoot (Rensselaer Polytechnic Institute )3rd November,2022 27 / 75



Proposed Work: Tuberculosis Prediction from Lung Tissue
Images of Diversity Outbred Mice using Enhanced Cell
Graph Neural Network

Tuberculosis (TB) is diagnosed in 10 million human patients and
causes 1.5 million deaths each year.

Mycobacterium tuberculosis causes pulmonary tuberculosis typically
restricted to the lungs.

Existing approaches fail to use the entire image (uses only patches).

Cell-graphs extracted from entire lung tissue images improves the
assessment of the link between the spatial patterns and end prognosis
of Tuberculosis.
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Table: Variations from Reference Paper

Sections Reference Paper Proposed Method
Aim Grading of Colorectal

Cancer Histology Images
Classification of Tu-
berculosis from Lung
Histopathology Images

Number of Labels
used for Grad-
ing/Classification

3-Normal, Low-grade,
High-grade

2 -Infected and Unin-
fected

Dataset Colorectal cancer dataset
(CRC)

Mycobacterium tubercu-
losis dataset

Subjects Humans Diversity Outbred Mice

Dataset Size 38 Whole slide images 40 Whole slide images

Edge weight deter-
mining algorithm

K-Nearest Neighbor Euclidean Distance and
Giant Connected Com-
ponent
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Table: Variations from Reference Paper

Sections Reference Paper Proposed Method
Features extracted Mostly Appearance fea-

tures and some spatial
features

Graph Features and Ap-
pearance features

Algorithms Em-
ployed for Grad-
ing/Classification

Context-Aware-CNN,
BAM,ResNet-50, In-
ception V3, Xcep-
tion,MobileNet and
Adaptibe GraphSage

Random Forest, SVM,
ANN, GCN, GAT, Graph-
Sage

Performance Met-
rics

Image Level and Patch
level accuracy

Node level accuracy,
Graph level accuracy,
Precision, Recall, F1
score
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Methodology: Dataset Description

WSI of Mycobacterium infected lung tissues obtained from diversity
outbred mice

Stain: Modified Ziehl-Neelson with carbol fuschin.

Size: 38 WSI

Each of the whole slide images consist of AFB and nuclei.

Gillian Beamer, Assistant Professor from Tufts University, performed
the staining and initial analysis of whole slide images.

The locations of individual nuclei and AFB are found using a novel
machine learning model.

Format of image :SVS

Yanning Zhou, Simon Graham, Navid Alemi Koohbanani, Muhammad Shaban, Pheng-Ann Heng and Nasir Rajpoot (Rensselaer Polytechnic Institute )3rd November,2022 31 / 75



Libraries used

PyTorch and Weka for training and classification

OpenSlide for image processing

QuPath tool for visualization

DeepSNAP: library to assist efficient deep learning on graphs

Deep Graph Library (DGL) : For easy implementation of graph neural
network model family

Optuna: For hyperparameter optimization
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Data Preprocessing

Only the X coordinate, Y coordinate and node labels are extracted

The centroid X and Y coordinates are given in micrometer.

These coordinates are converted to pixel values for further processing.
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Samples

Figure: Sample images of WSI
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Detailed Stages

Figure: Stages in the proposed approach
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Construct the cell graph by utilizing the cell centroid values

Extract local and global features from the graphs

Extract appearance features from the images

Employ the cell graph along these feature vectors to train various
models.

Classify the entire graph as infected/uninfected

Classify each node as a Nuclei/AFB
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Cell Graph Construction

Nodes in the cell graph indicate Nuclei/AFB

Edges indicate the interaction between these cells

Edge weights are the euclidean distance between the cells

Threshold is computed such that the giant connected component has
atleast 95 % of the cells

Edges are eliminated if the edge weight exceeds this threshold value.
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Adjacency Matrix

Adjacency matrix is written as :

Aij

{
1 and D(i , j) < d
0 otherwise.

D(·, ·) denotes Euclidean distance. d denotes the threshold computed
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Example Cell Graph

Figure: Cell graph of slide number 151. The red nodes indicate AFB. The blue
nodes indicate Nuclei. The black lines are the edges indicating the interaction.
Edge threshold was 130.
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Hypothesis

Cells in the infected lung tissue will interact more among themselves than
the cells in the uninfected lung tissue.

Yanning Zhou, Simon Graham, Navid Alemi Koohbanani, Muhammad Shaban, Pheng-Ann Heng and Nasir Rajpoot (Rensselaer Polytechnic Institute )3rd November,2022 40 / 75



Proof:Less number of edges are seen in graph obtained
from uninfected lung tissue

Figure: (A). Cell graph of uninfected slide with id 189. (B). Giant connected
component with 189 nodes and 1677 edges. The ratio of nodes to edges is almost
1:8.
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More number of edges are seen in graph obtained from
infected lung tissue

Figure: (A). Cell graph of infected slide with id 159. (B). Giant connected
component with 603 nodes and 11179 edges. The ratio of nodes to edges is
almost 1:19. Edge threshold was 185.
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Figure: Slide 151 with nodes colored degree wise. Nodes with red color have a
degree of less than 10. Nodes with blue color have degree between 10 and 50.
Nodes with yellow color have degree greater than 50.
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Overlay of the cell graph on original image for visualization

Figure: Overlay of cell graph on original image obtained on slide number 182.

Yanning Zhou, Simon Graham, Navid Alemi Koohbanani, Muhammad Shaban, Pheng-Ann Heng and Nasir Rajpoot (Rensselaer Polytechnic Institute )3rd November,2022 44 / 75



Graph Features
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Node appearance features extraction using OpenSlide
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Table: Appearance Features

Features Features

Mean Intensity Minor axis

Diameter Perimeter

Major axis Area

Contrast dissimilarity

Correlation Energy

cluster entropy

Homogeneity Variance

ASM value Circularity

Mean convex hull SD convex hull

Centroid X Centroid Y
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Models Run

Support Vector Machine (SVM)

Random Forest (RF)

Artificial Neural Network (ANN)

Simple Graph Convolutional Network (GCN)

GraphSage:capable of representing and classifying previously unseen
nodes with high accuracy

Graph Attention Network (GAT): leverages attention over a node’s
neighborhood

The entire dataset is split as 70 % training and 30 % test set.

Number of graphs :15

Training set nodes : 11215, Test set nodes: 4807
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Results of Random Forest with Graph Features

Best hyperparameters obtained:

N estimators:100

min samples split=6

min samples leaf=3

max depth =40

max features=sqrt

Bootstrap=’False’
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Figure: (A). Confusion matrix with test accuracy of 89.7%. (B) Feature
importance (Local structural features are more important that global features)
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Explanation of features with highest importance

Mean of all K-neareast Neighbors:∑
D(A, s(A))

|(S(A))|

here, s(A) denotes all the neighbors of node A.

Salton

S(a,b) =
2|S(A) ∩ S(B)|√

d(A) + d(B)

d(a) and d(b) indicate the degree of nodes A and B respectively.
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Hub Depressed Index:

sHDI(u, v) =
|S(u) ∩ S(v)|

max{|S(u)|, |S(v)|}

normalize the overlap between neighbors of two nodes based on the
degrees of the nodes by focusing on the node with higher degree

Sorenson Index:

S(a,b) =
2|S(a) ∩ |S(b) |
d(a) + d(b)
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Results with SVM

C:1000

Gamma=0.01

Kernel=RBF
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Figure: Confusion matrix with test accuracy of 81.74%.
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Results with ANN

Batch size:20

Epochs :200

Optimizer :Adam
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Figure: Confusion matrix with test accuracy of 72%.
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Results with GraphSage

Best hyperparameters chosen:

Hidden dimensions :20

Dropout=0.5

Learning rate :0.0001

Epochs:250

Optimizer: Adam
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Figure: GraphSage performance. Train accuracy is 66.69%. Test accuracy is 68%
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Results with GCN

Hidden dimensions :34

Dropout=0.32177261465837625

Learning rate :0.0001

Epochs:250

Optimizer: Adam
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Figure: GCN performance. Train accuracy is 58.03% (much less than
GraphSage). Test accuracy is 42.5%
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Results with GAT

Hidden dimensions :34

Dropout=0.5

Learning rate :0.001

Epochs:250

Optimizer: Adam
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Figure: GAT performance. Train accuracy is 68.63%. Test accuracy is 68.8%
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Summary of performance using graph features

Model Accuracy (on test set)

Random Forest 89.7
SVM 81.74

ANN 72

GraphSage 68

GAT 68.8

GCN 42.5
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Results with Random Forest

Figure: Random Forest Performance. (A). Confusion matrix on test set with an
test accuracy of 85.89% (B). Feature importance
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Results with SVM

Figure: SVM Performance: Test accuracy obtained was 87.78%
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Results with ANN

Figure: ANN Performance: Test accuracy obtained was 87%
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Results with GraphSage

Figure: Training accuracy is 68.8%. Test accuracy is 40.70%
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Results with GAT

Figure: Training accuracy is 69%. Test accuracy is 67%
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Results with GCN

Figure: Training accuracy is 59.2%. Test accuracy is 58.14%
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Summary of performance using appearance features

Model Accuracy (on test set)

Random Forest 85.89

SVM 87.78
ANN 87

GraphSage 40.7

GAT 67

GCN 58.14
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Graph Classification results

Infected graph:13, Uninfected graph:2

Training graphs:10, test graphs :5

Table: Model performance (in accuracy (percent)) for graph classification

Model Training Accuracy Test Accuracy

GCN 88.89 50

GAT 92.31 99

GraphSage 92.21 99
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Conclusion

Cell graphs improved the assessment of the link between the spatial
patterns and the end prognosis of Tuberculosis.

Features extracted from graphs were beneficial in the classification of
lung images into infected/uninfected

Appearance features assisted the model in classifying the nodes as
either Nuclei/AFB.

Local graph features also played a vital role in node classification

Graphs obtained from infected slides were denser than the graphs
obtained from uninfected slides.
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Any Questions?

Questions?
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Thank You

Thank You !
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