Mining personal media thresholds for opinion dynamics and social influence
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Abstract—To study the detailed effects of social media consumption on personal opinion dynamics, we gather self reported survey data on the volume of different media types an individual must consume before forming or changing their opinion on a subject. We then use frequent pattern mining to analyze the data for common groupings of responses with respect to various media types, sources, and contexts. We show that in general individuals tend to perceive their behavior to be consistent across many variations in these parameters, while further detail shows various common parameter groupings that indicate response changes as well as small groups of individuals that tend to be consistently more easily swayed than the average participant.

Index Terms—opinion formation, personal influence thresholds, social media, crowdsourcing, data mining, association rules

I. INTRODUCTION

The importance of understanding how individuals interact with and are influenced by media has been growing as people continue to get increasingly large amounts of their news via various social networking websites and media exchange platforms [1]–[3]. The problem of knowing exactly how an individual takes in and processes this information is difficult to accurately study, and further the variation among different people makes it even worse when scaling up to understand how the preferences and tendencies of an individual inform on the behavior of the larger population as a whole. In this work we attempt to bridge some of these difficulties, extending the work done in [4], [5]. In those studies, a group of individuals was given a survey on the number of media items they would need to consume given various parameters such as the media type (format), source (general like mindedness) and context (general level of controversy of the subject). With this information, general thresholds were established for various media types as well as their interaction with the source and context of the media. Yet, each individual was asked a very limited set of questions to establish the general behavior of a large population. Here we broaden the scope of the study such that each individual is asked a larger number questions covering many of the combinations between media types, sources, and contexts in order to establish a better profile for how the individual responses change for each person. Additionally, we add a new field for some participants where they are asked about the number of media items required for "shifting" their opinion instead of "forming" it. Using this data, we mine for various frequent patterns, attempting to pick up on different types of people whose behavior deviates from the average while still being common enough to not be considered outliers.

While data mining techniques are popular in the realm of opinion formation, they are mostly used to understand the evolution of opinions as they change in empirical networks [6]–[8]. Other applications of data mining to the field have been applying mining techniques to extract personality types and behavior from social network and cell phone data [9], [10]. Here we study a more direct data set via an online survey and use frequent pattern detection tools to search for categories of people that relate directly to their social media use and behavior. We first investigate the basic statistics corresponding to the data that we present, then analyze the pattern lists to search for strong relationships between items. Finally we present the combinations that represent the most interesting relationships as well as general conclusions that can be drawn from the overall shape of the patterns found.

II. DATA COLLECTION

A. Platform and Participant Selection

The data in this experiment was collected using Amazon Mechanical Turk (MTurk), which is a survey hosting platform that connects researchers to diverse pools of participants [11]–[13]. In total, the experiment involves 1431 participants.
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Before beginning the survey, participants were asked if they use social media; only those that responded “yes” and had not already participated were admitted to the study. In addition, only users aged eighteen years or older and located in the US were accepted for participation in this experiment. More details on the setup and questions asked of the individuals are given in the Appendix.

B. Survey and Data Description

Upon entering the survey, the participants were assigned randomly to one of two groups, the “fixed-source” group or the “fixed-context” group. Users were then asked to fill out a brief demographic questionnaire that contained items such as their age, occupation, and average level of social media usage. Once completed, the subjects were asked to report on the number of social media items they would need to see before forming an opinion on the subject of the media. These questions include three parameters that describe the media: type, context, and source. We identify three media types:

1) Images: for still photos and drawings
2) Videos: for any animations or moving pictures
3) Messages: for text, tweets, and Facebook posts

Four media controversy levels defined:

1) Low: minimal (some people would form an opinion)
2) Medium: generally controversial (most would form an opinion)
3) High: very controversial (most or all would form an opinion)
4) None: no reference to controversy

And three media sources:

1) Unknown: individual has no knowledge of the source
2) Like-minded: the source of the media generally thinks similarly to the recipient
3) Different-minded: the source of the media generally thinks differently from the recipient

To limit survey fatigue, we decreased the number of questions asked. Instead of asking each participant all possible combinations of the three parameters, we used the groups as follows. The participants in each group (“fixed-context” and “fixed-source”) were given surveys that corresponded to each possible combination of the above parameters with the exception of their group parameter. For instance, individuals in the “fixed-context” group were assigned a random context at the start of questioning, and asked about every combination of type and source with that one context level. Similarly, the “fixed-source” group was given a single source and asked about all combinations of type and context.

Finally, the “fixed-source” group was given an extended questionnaire that included questions on how many media items they would need to see to shift their opinion as well as the original set that asked about forming their opinion. From here on out, responses to the opinion shifting questions will be referred to as their own group: “shifting”, and the “fixed-source” group will be implied to mean data only from the opinion formation answers. When discussing the full suite of answers provided by those individuals, the data will be referred to as the “shifting-formation” group. The final sizes of each group are 616 users in the “fixed-source” group (and consequently 616 users for the “shifting” and “shifting-formation” groups) and 815 users in the “fixed context group.

III. Analysis

A. Prior Analysis and Binning

The prior results on similar data sets revealed some key features of how individuals respond to these types of questions [4], [5]. First, reported thresholds are shown to be distributed log-normally, and thus a log transform can easily be performed to normalize the data for analysis. Second, both the source and context each have a significant effect on the requisite number of media items viewed dependent on the value of other parameters. In general, images are less susceptible to change depending on other parameters, while videos are more sensitive to source and messages are more sensitive to context. Average values for each media type are 4 – 7 images, 2 – 5 videos, and 3 – 6 messages required to form opinions. We do not repeat much of this analysis in the current paper as it is beyond our scope, but the overall average number of media items to form an opinion (4.5 items) is commonly seen throughout our analysis.

Using the prior results to inform on the current analysis, we clean and preprocess the data for mining by coding reported thresholds into bins. Since the data has been shown to be normalized via a log transform, we utilize a logarithmic binning scheme to sort the data (i.e., bin one contains responses of threshold 1, bin two contains responses with thresholds 2-3, bin three responses of thresholds 4-7, bin four responses of thresholds 8-15, etc.). From here on in the paper all ‘response’ values will correspond to the log-binned value of the reported thresholds, not the raw threshold given. This allows us to better speak in generalities about behavior, as threshold values represent the category instead of specific values that have less meaning in a self-reported data set like the one here. Additionally, the binning allows for a fuzzy look at thresholds for the sake of finding more representative patterns by grouping together similar thresholds instead of attempting to pick out only patterns that contain the exact same values.

B. Association Rule Mining and Processing

In order to identify interesting subsets and trends within the overall population, we perform frequent pattern and association rule mining on the dataset. The frequent patterns are simply itemsets that appear commonly (identified via a minimum support defined as the fraction of all transactions that contain that pattern), while the rules contain directional information on the implications of the frequent itemsets, i.e., individuals that give responses A and B are also likely to give response C [14]. Rules are defined as frequent via both a minimum support and confidence (defined as the probability that a transaction contains the consequent given that it contains the antecedent). The frequent patterns are mined using the Apriori algorithm within the arules package in R [15]–[17].

1259
For the "fixed-context" group, the minimum support value $sup = 0.01$ is used with a confidence of $conf = 0.6$, yielding 3263 rules with a minimum absolute count of 8. Finally, Similarly, the "fixed-source" group is mined with a minimum support of $sup = 0.015$ and a confidence of $conf = 0.6$, yielding 4716 rules with an absolute minimum count of 9. In order to remove redundancies they are then filtered to remove any rule belonging to an itemset that is not maximal (itemsets where none of their supersets are considered frequent) [14]. Further, all rules are tested for statistical significance via the Fisher Exact Test (using $p > 0.01$), and insignificant rules are also removed. This yields a final ruleset of 1484 in the "fixed-context" group and 2212 in the "fixed-source" group.

The mining on opinion shifting is much the same. The "shifting" group is mined with a minimum support of $sup = 0.015$ and minimum confidence of $conf = 0.6$, yielding 2767 rules with a minimum absolute count of 9. Due to its larger size, the "shifting-formation" group is mined with a minimum support of $sup = 0.025$ and confidence $conf = 0.6$, yielding 2346 rules and a minimum absolute count of 15. After pruning for maximal and significant rules, the sets become 1790 and 1957 rules long, respectively.

C. Response Statistics

In this section we look at a few different cross sections of the data. The first is general user data, getting a general view of how the individuals behaved as a whole. Then we look at the mined rules, to see if there are any patterns or statistics among the frequent itemsets that differ from the user statistics. Finally, we rank the rules based on their lift value. The lift score is a measure of the surprise of the rule, defined as the ratio of the percentage of times the pattern appeared in the dataset divided by the probability that the pattern would appear randomly if the items within were independent, represented as

$$lift(XY) = \frac{sup(XY)}{sup(X)sup(Y)}$$

We rank the rules based on their lift, then study the top 100 rules more closely to see how the most unlikely patterns behave in relation to the rest.

The main focus of this analysis is to study how different parameters affect the response scores in a more group-focused approach than the prior analysis. By calculating the average and standard deviation for each rule we can observe some initial trends in the rules, shown in Table I. Immediately it is clear that the rules have a generally very low average standard deviation, meaning that most rules contain consistent thresholds for varying parameter values. This effect is strong for all rules when compared to the thresholds for the users as a whole, indicating the rules are picking up on a tendency outside of simply general user behavior, an idea further reinforced by the often large deviations that responses have from their corresponding user's average as shown in Fig. 1. Further, the effect is increased for the top 100 rules by lift. In both cases the effect is true even if, to account for the many short rules with no changes at all, we include only rules with changes. Even with that reduced data set the standard deviation of rules is noticeably lower than that for the users as a whole. Another important difference between the lists is the average response for the rules is lower than the responses in general, another effect that is stronger among rules with high lift scores. These findings show two important features of the frequent patterns within the data sets: there are significant groups within the populations that tend to have consistent parameter subsets that lead to lower general thresholds for forming and shifting their opinion.

Some of the details causing this effect can be seen in Fig 2, where the distributions show a large difference in the tail end of the responses. The averages for all users tend to drop off after bin four (reported thresholds ranging from eight to fifteen), but there is a size-able tail to the distribution that contains many more extreme responses. When studying the averages across the rules, the tail disappears, and after the drop-off at bin four there are nearly no responses with thresholds in the higher bins. In this case it is not necessarily that the rules have a higher volume of low values, it's that users that respond with high values don't tend to be consistent enough to form significant groups despite the logarithmic providing more flexible boundaries for group inclusion at those values. The top ranking rules by lift show that this is no mere statistical effect, either, as the rules that contain responses with the lowest thresholds dominate the high lift rules. Interestingly this is not absolute, as despite the head dominance of the high lift values there are still significant groups of individuals that respond with the higher threshold values. So while it is possible that the volume of rules with average thresholds similar to those of the population as a whole could be a relic of the high number of responses with thresholds in that range, the high lift rules show that there are statistically interesting groups that respond mostly with low thresholds.

D. Contents of Rules

With a basic understanding of what the general responses are and how they are represented when mining for rules, we now turn our attention to what tends to be the content of the rules. In Fig. 3, we can visually inspect the top 100 rules and see how the individual rules tend to interact with each other. In this case, the rules are highly modular, dominated by a few very large, tight clusters. As would be expected from the prior analysis, these clusters contain many rules that match together similar responses. Similarly, Fig. 4 shows a graphical view of the top 100 for the "shifting" and "shifting formation" groups. Here we see that the "shifting" group still maintains some of this structure, although there are fewer large clusters than with the formation groups. Moreover in the "shifting formation" group the large structures are largely gone and replaced by many smaller, isolated structures. Again, this mirrors the results in Table I, which shows a much lower standard deviation for this group than for the others arising from the lack of rules bridging the gaps to make larger structures, and instead staying more within the same threshold values.
TABLE I
AVERAGE THRESHOLDS FOR EACH RULE

<table>
<thead>
<tr>
<th>Group</th>
<th>Rules</th>
<th>Average Threshold</th>
<th>Average SD</th>
<th>Average SD w/ Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed Source</td>
<td>All</td>
<td>3.021</td>
<td>0.217</td>
<td>0.568</td>
</tr>
<tr>
<td></td>
<td>Top 100</td>
<td>2.257</td>
<td>0.061</td>
<td>0.544</td>
</tr>
<tr>
<td>Fixed Context</td>
<td>All</td>
<td>2.774</td>
<td>0.254</td>
<td>0.578</td>
</tr>
<tr>
<td></td>
<td>Top 100</td>
<td>2.620</td>
<td>0.083</td>
<td>0.608</td>
</tr>
<tr>
<td>Shifting</td>
<td>All</td>
<td>3.064</td>
<td>0.204</td>
<td>0.578</td>
</tr>
<tr>
<td></td>
<td>Top 100</td>
<td>2.717</td>
<td>0.115</td>
<td>0.566</td>
</tr>
<tr>
<td>Shifting Formation</td>
<td>All</td>
<td>2.749</td>
<td>0.079</td>
<td>0.586</td>
</tr>
<tr>
<td></td>
<td>Top 100</td>
<td>2.419</td>
<td>0.012</td>
<td>0.577</td>
</tr>
</tbody>
</table>

Fig. 1. The proportion of responses as a function of deviation relative to the corresponding user’s average response. This shows the consistency of responses for each user.

Fig. 2. (a) Distribution of the average thresholds reported by each user. Thresholds are binned logarithmically as described in Sec. III-A. (b) Distribution of the average thresholds within each calculated rule. (c) Distribution of average thresholds from only the top 100 rules by lift.
To look deeper into what makes the rules (and in particular what drives changes in threshold values), we look into the statistics of the parameter makeups of each rule. This is somewhat difficult due to the deep interplay between the three parameters in driving changes to user reported thresholds, as nearly every rule has at least one change in parameter. For instance, in the "fixed-source" group, 94% of rules have at least one change in media type, while 97% have at least one change in context level. This remains true for each of the other groups as well, as each have > 90% of their rules changing in media type and context (or source for the "fixed-context" group). However, looking more deeply into the makeup of each of these rules we observe some common trends.

Fig. 5 shows that for the formation groups, the media types are relatively stable across combinations. There are very few rules with only a single type, and no clear preference for any pairing of two media types. There is, however, a slight difference in the percentage of rules in each category for the "fixed-source" group when looking at rules with messages and images versus those with messages and videos. This effect is

![Network representation of the top 100 rules by lift for the (a) "fixed-source" and (b) "fixed-context" groups. Each circle represents a rule with the connections being the items within those rules. The size of the circle is scales with the support of the rule, while the color represents the lift score (darker red corresponds to higher lift).](image1)

![Network representation of the top 100 rules by lift for the (a) "shifting" and (b) "shifting-formation" groups. Each circle represents a rule with the connections being the items within those rules. The size of the circle is scales with the support of the rule, while the color represents the lift score (darker red corresponds to higher lift).](image2)

<table>
<thead>
<tr>
<th>Group</th>
<th>Average Threshold</th>
<th>Average SD</th>
<th>Average SD w/ Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed Source</td>
<td>3.228</td>
<td>0.826</td>
<td>0.884</td>
</tr>
<tr>
<td>Fixed Context</td>
<td>3.183</td>
<td>0.870</td>
<td>0.892</td>
</tr>
<tr>
<td>Shifting</td>
<td>3.392</td>
<td>0.880</td>
<td>0.909</td>
</tr>
</tbody>
</table>
Fig. 5. Percentage of rules that contain each possible combination of media types, separated by whether that rule also contains a change in response. Groups corresponding to the plots are (a) "fixed-source", (b) "fixed-context", (c) "shifting", and (d) "shifting-formation".

Even more pronounced in the groups where shifting responses are included, and the percentage of rules that produce no change is much higher for rules that contain messages and images than those that contain messages and videos. Similarly, the percentage of rules that contain a change in response and include both messages and videos in them is higher than that which includes messages and videos but no change in response. From this, we can conclude that users tend to think of messages and images as being more similar in their potential to shift opinions than messages and videos.

In Fig. 6, we extend this analysis to rules that include response changes to investigate the source and context levels within those rules. The average values for the source (in the "fixed-context" group) and context (in the "fixed-source" group) are generally very close to the expected mean for a random sample, but when separated based on whether the rules contain a change in response or not some trends begin to emerge. First, the source level is slightly higher in the rules that produce change, indicating more changes happen when the source is differently minded, although the differences are too small to draw any concrete conclusions. A similarly small effect can be seen in the "fixed-source" group indicating that lower context values (less controversy) are slightly more common in rules that produce changes. This effect is also present in the "shifting" and "shifting-formation" groups, with the "shifting" effect being the most pronounced. Similarly, the coefficient of variation (a normalized version of the standard deviation $C_v = \sigma/\mu$ [18]) shows a trend towards a higher variation in context implicating a higher likelihood that the rule also contains a response change. Conversely, it shows the opposite for the source. This indicates a stronger relationship between the context and response than the source, especially in the case of opinion shifting, where the effect is far more pronounced.

IV. Conclusions

While studies that focus on mining data from large datasets such as those collected by social networking websites can present many interesting and unbiased findings on the nature of how users interact with data online, they are limited in the types of data that can be collected in this way. More detailed questions relating to exactly when users reach conclusions, what pushes them in one direction or another, and how staunchly they stick to the opinions they form are difficult to answer from these types of data collection. In order solve this hurdle, we use large scale surveys to crowdsource a solution, asking individuals in a more direct manner how they interact with media online. From these surveys, we can not only begin to understand the basic thresholds of individual opinion formation [4], [5], but also gain an idea of what kinds of popular trends various groups of people exhibit by mining the survey sets for interesting features and patterns.

The most predominant feature discovered in this way is the high degree of consistency within itemsets. Users tend to behave more similarly to each other when describing the pieces of media they feel are equivalent, and thus is far easier to pick up on the aspects of media that make them similar than what makes them different. Additionally, the frequent itemsets
have a lower average threshold value than the thresholds of the populations as a whole, meaning that users are far more consistent when describing media that they feel is more convincing, and thus it is easier to group people based on what they are partial to rather than what they dislike. Further, when looking at rules that do contain response changes, some trends in the parameter values become apparent. For instance, media types such as messages and images have very similar swaying power over individuals, while others such as messages and videos tend to be far more different. Additionally, the context (controversy level) of the media appears to be more important in predicting response changes than other parameters, as the variation in the context values within rules is far higher when that rule also contains a response change.

These conclusions are a start towards a deeper understanding of the size and behavior of different groups of individuals, but further analysis is necessary. First, the surveys conducted recorded basic demographic data, social media consumption statistics, and favorite social media websites and news sources for each participant. While not studied in depth in this work, this information has potential for future examination into the links between demographic groups, popular social media communities, and how individuals respond to and consume data. The results presented here could be extended via additional surveys to include more study groups that are asked about opinion shifting as well as formation, in particular in the case of a fixed context and varying source. Further studies could also extend into the differences even among single media types could be valuable in differentiating how users respond to videos or articles of different lengths for example.

As information and opinions spread through societies at ever greater rates, the subject of how social influence occurs becomes increasingly centered around the media with which people interact online. Greater insight into the how different groups behave and how large they are in the first place is necessary in order to understand and model these processes to further our understanding of how people influence each other.
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Fig. 7. Sample question asked of participants. Each question is presented on its own page, and participants are given the context at the top, then asked a question containing the source, and given the media type in question at the bottom.

APPENDIX

QUESTIONNAIRE

The questionnaire used in this experiment is simply an extension to that used in prior work [4], [5]. All participants accessed the study via MTurk, where they were immediately asked whether they use social media. If the user responded ‘no’, they were thanked for their time and not allowed to proceed with the study. If they responded ‘yes’, they were asked to fill out a short demographic form with general information about the user as well as more detailed questions on their social media usage (favorite websites, amount of social media consumption, and main news sources). This demographic and usage information was not used in the current study, but could be the source of future work in identifying different consumption behaviors within different demographic groups or social media communities.

After the demographic form, participants were asked about how much of a given data type they would need to see to form an opinion, as shown in Fig. 7. Each question was given its own page, and participants were only asked for one response at a time. The controversy level and media type were listed above and below the question, respectively, and the source was incorporated into the question. Participants were required to answer each question to move onto the next question in the survey, and their prior responses were not visible to them when answering the following questions. This process continued until the participant was asked every combination of media type, source, and context for their randomly chosen grouping and the survey was complete. Upon completing the survey, the participants were paid a small sum and thanked for their time.

Users were given the definitions of different controversy levels to be used in the study with examples of each controversy level on the instructions page to better orientate each participant to the same approximate level of controversy for each question (Fig. 8). In this paper, context is equivalent to controversy, so the examples given for controversy here also serve as the definitions for the different context values used throughout this work. In the cases that participants were asked about shifting their opinion instead of forming it, the question was the same as shown in Fig. 7 only with ‘shift’ in place of the word ‘form’ in the given example. A single account was only eligible to take the survey once, and was not permitted to repeat it after completion.

Fig. 8. Definitions of the context values used throughout the paper, as given to participants in the study.