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Abstract

New approaches to Quality-of-Service (QoS) Rout-
ing in wireless sensor networks which use differ-
ent forms of learning are the subject of this paper.
The Cognitive Packet Network (CPN) algorithm uses
smart packets for path discovery, together with rein-
forcement learning and neural networks, while Self-
Selective Routing (SSR) is based on the “Ant Colony”
paradigm which emulates the pheromone-based tech-
nique which ants use to mark paths and communicate
information about paths between different insects of
the same colony [12]. In this paper we present first ex-
perimental results on a network test-bed to evaluate
CPN’s ability to discover paths having the shortest
delay, or shortest length. Then, we present small test-
bed experiments and large-scale network simulations
to evaluate the effectiveness of the SSR algorithm.
Finally, the two approaches are compared with re-
spect to their ability to adapt as network conditions
change over time.

1 Introduction

The requirement for timely delivery of digitized
audio-visual information has generated much interest
in QoS routing [6]. However the shortest path algo-
rithm still plays a very important role in communica-
tion networks [13]. In the Internet, Distance Vector
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[14] and Link State [1, 15] algorithms are usually used
to find the shortest path between source and desti-
nation. Many factors, including non-negligible delay
and relatively infrequent link state updates due to
overhead concerns, have an impact on the precision
of global network state information required to make
“good” routing decisions.

Other QoS routing algorithms based on an adap-
tive and incremental approach have also been sug-
gested, and this paper compares two of them which
use different forms of learning: the Cognitive Packet
Network (CPN) algorithm which uses smart packets,
and reinforcement learning with neural networks, to
find the best paths, and the Self-Selective Routing
(SSR) paradigm inspired by ants that mark traversed
paths with pheromone to communicate information
about those paths to insects of the same colony.

The CPN routing algorithm adaptively selects
paths so as to offer best effort QoS to the end users,
based on different user-defined QoS criteria [10, 8],
including power saving [9]. CPN uses Random Neu-
ral Networks with Reinforcement Learning (RNNRL)
[7, 11] to make routing decisions in a distributed fash-
ion at each node. Each output link of a node is repre-
sented by a neuron in the RNN at that node. The ar-
rival of Smart Packets (SPs) triggers the execution of
RNN and the output link corresponding to the most
excited neuron is chosen as the routing decision.

The SSR protocols use broadcast communication,
a de facto standard for nodes of wireless sensor net-
works, with a prioritized transmission back-off delay
scheme to enable each receiving node to decide au-
tonomously whether to forward a packet [5]. The
prioritized back-off delay for nodes that currently for-
ward a packet is reduced to nearly zero to practically
guarantee that they will also forward future pack-
ets of the same flow if the same nodes do not fail,
thereby assuring that if a stable path exists, sooner
or later, the flow will follow it. When a severed route
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is encountered, the protocol dynamically and locally
re-routes packets so that they traverse the shortest
surviving route.

This paper is organized as follows. CPN routing is
described in Section 2, in which performance results
concerning CPN are presented in Section 2.1, while
CPN’s ability to adapt to traffic load is quantified in
Section 2.2. SSR is introduced in Section 3 and its
operation and route repair algorithm are detailed in
Section 3.1. The experimental and simulation results
for SSR are presented in Section 3.2. Comparisons
between the two discussed protocols and conclusions
are presented in Section 4.

2 CPN Routing

CPN includes three types of packets which play differ-
ent roles. Smart or Cognitive Packets (SP) are used
to discover routes for connections. They are routed
using a reinforcement learning-based (RL) algorithm
on a QoS “goal”. We use the term “goal” to indi-
cate that there is no guaranteed QoS and that CPN
provides a best effort to satisfy the QoS demands.
SPs find routes and collect measurements, they do
not carry payload. The RL algorithm uses the ob-
served outcome of a decision to “reward” or “punish”
the corresponding decision of the routing algorithm
so that its future decisions are more likely meet the
desired QoS goal. The goal is the metric which char-
acterizes the success of the outcome, such as packet
delay, loss, hop count, jitter and so on. The specific
goal used by a SP will depend on the user’s QoS re-
quirements. When a SP arrives at its destination,
an acknowledgment (ACK) packet is generated and
the ACK stores the “reverse route” and the measure-
ment data collected by the SP. For each SP, a reverse
route is first constructed at the destination from the
SP’s forward route, examining it from right (destina-
tion) to left (source), and removing any sequences of
nodes which begin and end in the same node. For
instance, the path < a, b, c, d, a, f, g, h, c, l, m > will
result in the reverse route < m, l, c, b, a >. Note that
the reverse route is not necessarily the shortest re-
verse path, nor the one resulting in the best QoS.
The ACK that goes back to the source as a result
of a SP will then travel along the “reverse route”,
and the “reverse of the reverse route” is then used
as the source route by subsequent DPs of the same
QoS class having the same destination, until a new
route is brought back by another ACK. ACKs deposit
QoS measurement data in the mailboxes (MBs) of the
nodes they visit. Each MB is organized as a Least-
Recently-Used (LRU) stack. The entries in MB are

identified with the QoS class and destination. Dumb
Packets (DP) carry payload and use dynamic source
routing.

Random neural networks (RNN) [7] at each node,
where each output link of a node is represented
by a neuron, together with reinforcement learning,
are used to implement CPN routing. The RNN is
an analytically-tractable spiked random neural net-
work model whose mathematical structure is akin to
that of queuing networks. Given the goal G (hop
count or delay, or a combination) we formulate a re-
ward R which is simply R = 1

βG
where β is a con-

stant. Successive measured values of R are denoted
by Rl, l = 1, 2, · · ·. These are used to compute a de-
cision threshold:

Tl = αTl−1 + (1 − α)Rl (1)

where α is some constant (0 < α < 1) which de-
termines the algorithm’s memory. Rl is the most
recently measured value of reward. The RL algo-
rithm uses Tl to keep track of the historical value of
the reward. Suppose we have made the lth decision
which corresponds to output link (neuron) j and that
the lth reward calculated for the QoS information re-
ceived from the network is Rl. We first determine
whether Rl is larger than, or equal to, the threshold
Tl−1. If this is the case, then we first add Rl to all the
excitatory weights going into neuron j to reward this
neuron for its success, and then normalise all weights
so that the sum of all weights remains constant, re-
sulting in an increase of the excitatory weights go-
ing into j, and reducing all the other weights. If
the Rl is less than Tl−1, then we add Rl to the in-
hibitory weights leading to neuron j, then normalise
all weights so as to keep the sum constant, resulting in
an increase of the inhibitory weights going into node
j and a decrease in other weights. Finally, the state
probabilities of each neuron are computed and the SP
is forwarded to the output link which corresponds to
the neuron with the largest excitation probability.

The arrival of a SP to a node triggers the execu-
tion of the RNN algorithm and the output link cor-
responding to the most excited neuron is chosen as
the routing decision. The weights of the RNN are
updated so that decisions are reinforced or weakened
depending on how they contribute to the success of
the QoS goal.

2.1 Experiments with CPN

Experiments are run on a wired test-bed consisting
of 17 nodes shown in Figure 1, which was chosen be-
cause it offers ease of programming to modify the
routing algorithms, more so than would have been
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possible if we had used simple sensor nodes, and re-
alistic timing values for processing times and network
delays. Each node consists of 2.4 GHz Pentium-4 PCs
running Linux into which the test-bed software has
been integrated. The left-most node in the figure is
used as the source, while the right-most is the des-
tination node. The links between each pair of nodes
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Figure 1: The current test-bed topology

are 10Mbps Ethernet links. All tests were performed
using a flow of UDP packets entering the CPN net-
work with constant bit rate (CBR) traffic and the
packet size is 1024KB. For each experiment, 10,000
packets were sent out from the source to the desti-
nation. In addition, we introduced background traf-
fic to each link in CPN network. The average hop
count, forward delay and packets loss rate under dif-
ferent background traffic are reported. We also report
the measurements of SP routing algorithm which uses
forward delay, the combination of hop count and for-
ward delay as the desired QoS goal respectively. We
use Algorithm-H, Algorithm-D and Algorithm-HD to
denote the RNN routing algorithms using hop, delay
and the combination of hop count and delay as QoS
goal, respectively. The length of the shortest path be-
tween the source node (#201) to the destination node
(#219) is 7 and there are only five different shortest
paths in all (see Figure 1).

Figure 2 reports the average number of hops of
the routes when different algorithms are used. When
hop count is used as the QoS goal, we find that the
average number of hops under different background
traffic rates are all close to 7. The following figures
show the routes used by the first 2000 DPs without
background traffic.

Figure 3 shows the routes used when the packet
traffic rate is 100 packets/sec. 25 different routes are
used in total and one shortest path is discovered. We
notice that 1805 of 2000 packets use the route 〈201 →
202 → 203 → 204 → 205 → 206 → 218 → 219〉,
which is one of the shortest routes. When the traffic
rate is 1000 packets/sec (Figure 4), 12 routes are used
and four of them represent the shortest paths. In this
case, only 1021 packets follow the shortest paths.

From the above results, we can draw the conclu-
sion: when Algorithm-H is used, the shortest paths
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Figure 2: Path length comparison
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Figure 3: Route usage at low traffic rate

are discovered by the the SPs and are used by most
of the DPs. We note that most of the DPs keep on
using the same shortest path even if more than one
have been discovered. That is because the topology
of our test-bed does not change and thus the shortest
path does not change either. Once a shortest path
is discovered and used, the positive feedback brought
back by the ACKs will always reward the previous
choice so that the RNN will choose the same shortest
path. When the traffic rate is very high, the RNNs
do not get enough QoS information from the ACKs
before the first packets are sent out. That is why
only 12 routes were discovered and there was no us-
age preference on the routes when the traffic rate is
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Figure 4: Usage of routes with high traffic rate

1000 packets/sec.
When forward delay is used as the desired QoS

goal, the average number of hops is close to 9 (Fig-
ure 2). Figure 5, and 6 show the routes information
when the delay is used as the QoS goal. Comparing
to the Algorithm-H, more routes are discovered and
used by the dumb packets. The numbers of routes
used are 40, 35 and 15 when the packet traffic rate
is 100 packets/sec, 500 packets/sec and 1000 pack-
ets/sec respectively. The reason is that the more a
route is used, the larger the delay over that route will
be. So the RNNs can pick different routes to use for
the DPs.
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Figure 5: Usage of routes with low traffic rate and
delay as the QoS goal

Figure 7 and 8 show how the routes are used when
the combination of hop count and delay is used as
the QoS goal. The numbers of routes discovered by
the smart packets are 43, and 12 when the packet
rate is 100 packets/sec and 1000 packets/sec respec-
tively. From Figure 2, we can see that the average
path length is close to 8 when the packet rate is low
or medium. If the traffic rate is high, the average
path length is close to 9. If we only consider the path
length of the routes, Algorithm-H is the best, while
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Figure 6: Usage of routes with high traffic rate and
delay as the QoS goal

Algorithm-HD is better than Algorithm-D.
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Figure 7: Usage of routes with low traffic rate
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Figure 8: Usage of routes with high traffic rate

We also measure the forward delay using the round
trip delay divided by two. As for the packet loss rate,
we keep track of the number of packets which are
sent out from the source node, s, and the number of
packets which are received by the destination node,
r. The packets loss rate is then expressed by r/s.

From Figure 9, we note that if the packet rate is
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Figure 9: Delay with 0Mbps, 3.2Mbps and 6.4Mbps background traffic

less than or equal to 3.2Mbps and if the forward delay
is used as a criterion, the performance of Algorithm-
H is the best. When the network load is low, the
shortest path has the lowest forward delay. The per-
formance of Algorithm-D is worse than the other two.
When traffic rate is between 3.2Mbps and 5.6Mbps,
the performance of Algorithm-HD is a little bit bet-
ter. The average forward delays of Algorithm-H and
Algorithm-D are almost the same. We can not tell the
difference between these three algorithms when the
traffic rate is between 5.6Mpbs and 7Mbps. When the
traffic rate is extremely high (>7Mbps) Algorithm-D
performs the best and Algorithm-H is the worst.

Then, we set the background traffic to 3.2Mbps.
When the traffic rate is less than 3.2Mbps, Algorithm-
H is the best, then Algorithm-HD and again
Algorithm-D is the worst. When the traffic rate is
between 3.2Mbps and 6.4Mpbs, Algorithm-HD is the
best and Algorithm-H is the worst, and when it is
higher than 6.4Mbps, Algorithm-D performs almost
the same as Algorithm-HD and both of them are bet-
ter than Algorithm-H. We have a similar conclusion
when the background traffic is increased to 6.4Mbps
except that the threshold points change. Thus if the
network topology is stable and the network is lightly
loaded, the shortest path is the best choice with re-
spect to the forward delay. One could expect that
this would remain true at heavier loads, since the de-
lay on a path is simply the sum of the delays through
each node in a path, plus the link delays, so that
the longer the path is, the greater the delay might
be. However our experiments indicate that, contrary
to this common sense analysis which follows com-
monly held beliefs in the Internet community, when

the network is heavily loaded or saturated, the short-
est paths may well not provide the shortest delay. It
is then preferable to examine the paths with respect
to delay and adaptively direct traffic to the ones that
instantaneously offer a lower value of delay.

2.2 Adaptation to traffic overload

Another characteristic of the CPN algorithm is that
it provides rapid adaptation to overload. To illustrate
this property we present some experiments using the
network topology in Figure 10, where we report mea-
surements for a main flow of traffic from Node 10
(left) to Node 5 (right). For the first set of experi-
ments, the input rate was fixed to 5 packets second,
and there can be a flow of “obstructing” traffic over
and above the main traffic flow. in excess of 5.7Mbs
per obstructed link, in each direction. The x − axis
in all the plots refers to successive packets and it is
scaled in packet counts. In each plot the y − axis
presents delay in milliseconds (left) or route number
(right). Note that all time values are rounded up
to the closest integer number of milliseconds, while
the route numberings are indicated in the figure cap-
tions. On the plots, an “X” under the x − axis in
the route plot indicates an instance of packet loss of
either smart or dumb packets. Figure 11 shows a traf-
fic pattern with 20% of SPs and 80% of DPs. Here
the network is only carrying the traffic from Node
10 to Node 5 with no interfering traffic. The succes-
sive values of the delay and the individual routes for
each successive packet are being traced packet. Each
route label corresponds to some particular sequence
of nodes which are being traversed. We observe that
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routes do change despite the fact that there is no traf-
fic on the network other than the one that is being
traced. This is a consequence of the fact that SPs
are being constantly sent to test alternate routes, re-
sulting in the selection of an alternate outgoing link
at a node when CPN estimates that another path,
other than the one being currently used, will provide
a lower delay.

10
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5
(DESTINATION)

1 3

2 4

Figure 10: A test-bed topology
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Figure 11: Network with no obstructing traffic.

In Figure 12 we plot the delays and routes experi-
enced by successive packets on the flow from Node 10
to Node 5. We have introduced additional obstruct-
ing traffic which perturbs this traffic flow at packet
count 30, and we still have 20% of SPs in all traffic
flows. The obstructing traffic flows on the link from
Node 10 to Node 1 . We see that when the obstructing
traffic is initialized, the main traffic flow encounters
significant delay as well as loss. Then, thanks to the
CPN algorithm, the network determines a new route
and the delays go back to a low level. Further spuri-
ous increases in delay occur but are short-lived each
time the SPs probe the network for better routes, and
packet loss does occur again.

3 SSR: Self-Selective Routing

There is a fundamental difference between wireless
and wired networks because the basic communica-
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Figure 12: Network with obstructing traffic.

tion mode is broadcast in the former and point-to-
point in the latter. Self-Selection [4] takes advan-
tage of broadcast communication to efficiently im-
plement the basic operation of selecting a node pos-
sessing some desired properties among all the neigh-
bors of the requester. Self-selection employs a pri-
oritized transmission back-off delay scheme in which
each node’s delay of transmitting a signal is a mea-
sure of the node’s fitness to perform a pertinent task
and in turn, enables the node to autonomously select
itself for the task. For the shortest path routing, we
use the number of hops from each node to the desti-
nation of the given network flow to derive the back-off
delay. Such a delay does not only promote avoidance
of packet collisions, but it also prioritizes the status
of different nodes. Other metrics for back-off delay
are possible, combining, for example, the number of
hops to destination with the amount of the remaining
battery power or with the number of packets already
transmitted.

SSR has become a family of protocols, each with
different reliability level and all based on the same
principal of self-selecting the route at each hop of a
multi-hop path. We compare here the basic member
of this family, called Self-Healing Routing (SHR) pro-
tocol, with its most recent addition, Self-Selective Re-
liable Routing Protocol (SRP). The protocols share
the following basic framework. Each node hearing
a packet transmission selects a random time to use
as its back-off delay for the given packet. The node
whose back-off timer expires first becomes the winner
of self-selection and immediately forwards the packet
by decreasing the hop count in the packet and broad-
casting it. Nodes overhearing this broadcast before
their own back-off timers expire cancel their timers.
If there is no response to the broadcast, the sender
starts the route repair, which is described later. The
crucial addition to SRP protocol is that the node that
forwarded the previous packet of the same flow sets is
delay to nearly zero, making it almost certain winner
for forwarding the current winner, with practically
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no delay of forwarding on the current link. Ramifi-
cations of this change on protocol’s performance are
presented in the following section.

The SSR protocols have been inspired by use of
pheromone by ants to mark paths and communicate
information about food sources between different in-
sects of the same colony [12]. Accordingly, the SSR
protocols consist of two phases: (i) an initial desti-
nation request and destination reply flooding that es-
sentially establishes hop distances between each node
and their respective flow’s destination, and (ii) a data
transmission.

The destination request flooding corresponds to the
initial search for food in which ants randomly explore
the environments and in the process mark the branch-
ing paths with pheromone. Packets sent in this stage
are referred to as DREQ (Data Request) Packets and
they play the same role as Smart Packets (SPs) play
in CPN Routing. The destination reply phase corre-
sponds to a walk back to the colony by an ant that
found a food source. Walking back, an ant will mark
branches on the path home with pheromone to dis-
tinguish the return path from others. Packets sent
in that stage are called DREP (Data Reply) Packets,
and they correspond to ACK packets of CPN Rout-
ing. However, unlike CPN Routing, in which SP and
ACK packets are repeatedly regenerated, the initial
flooding is only conducted once at the sensor net-
work deployment for all potential destinations using
the signal-strength aware flooding described in [3].

The data transmission phase corresponds to ants
following the marked path to the food source, where
at each path fork the strength of the pheromone dic-
tates which branch of the fork to select. In the biolog-
ical paradigm, each ant traversing the path reinforces
the path marker’s pheromone strength on repeatedly
used paths while pheromone markers of paths not
followed will decay with time. By analogy, in SRP
protocol, the node winning subsequent self-selections
decreases its back-off delay and therefore increases
the probability of winning future selection, thereby
stabilizing repeatedly traversed paths. This phase of
the SRP protocol is summarized in the following sub-
section of this paper (a more detailed description of
this phase in SHR in which the delay is the same
for all nodes, regardless of their winning record, is
provided in [5], and therefore omitted here). Data
Packets sent in this stage correspond to DP pack-
ets of CPN Routing. Yet, unlike DP packets, they
are also used in route repair and reinforcement of the
current best paths.

3.1 Data Transmission in SRP

At each network node and for each flow passing
through it, the SRP protocol stores: (i) the ID of
the flow’s target; (ii) the sequence number of the last
packet received from the source; (iii) the hop distance
to the target; (iv) a boolean that defines if the cur-
rent node won the last election; and (v) if the node
won the previous election, the sequence number of
the then forwarded packet.

The data transmission phase of the SRP protocol
uses DATA and ACK packets that contain: (i) the
flow source’s ID; (ii) the currently processed packet’s
unique sequence number; (iii) the destination’s ID;
(iv) the count of hops that the packet has traveled
so far; (v) the expected number of hops to the des-
tination; (vi) the maximum number of hops that the
packet can travel before it is discarded (TTL); and
(vii) the payload. The ratio between the maximum
and the expected hop counts is a tuning parameter.
A large ratio will allow the route repair mechanism
to recover from severe breaks in the network topol-
ogy but may cause the transmission of an excessive
number of packets.

When the source transmits a DATA packet, neigh-
bors that hear that broadcast will respond by select-
ing a transmission back-off delay that is based on
their distance to the destination to the distance of
the current sender of this packet. The back-off de-
lay is selected between 0 and λ/4 for nodes 1 hop
closer to the destination, delay is between λ/4 and
λ/2 for nodes more than 1 hop closer, and between
λ/2 and λ for nodes with the same distance. In ad-
dition to these time ranges, nodes that won the elec-
tion for the immediately previous packet in the flow
will set their delay to a random number between 0
and twice the time, tswitch that it takes the radio to
switch from listening to broadcasting. This small de-
lay is long enough to eliminate duplicate winners if a
failure of ACK packet transmission after the forward-
ing of the previous packet allowed multiple winners
to arise. Yet, such a small delay practically guaran-
tees that the previously winning node will win again.
Hence, once a reliable path is found, it will be ex-
ploited as long as possible. The value of λ is a global
(the same for all nodes in the network) scaling factor
that reduces the probability that the nodes’ responses
will collide. This bracketing of time, also provides
priority to one hop closer links as they are (i) likely
to be more reliable than those that are more than
one hop closer, and (ii) on a shorter path than those
links that make no progress towards its destination.
Increasing λ increases the average delay at each hop
not on reliable path, but decreases the probability of
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transmission collisions.

If, during back-off time, the node receives a DATA
packet from a node that is closer to the destination
than itself, the receiving node cancels both the for-
warding of the DATA packet and the corresponding
timer.

When the transmission back-off time expires, i.e.
when the node becomes a winner of self-selection,
then it (i) increments the packet’s actual hop count,
(ii) sets the expected hop count to the value stored
at the node, (iii) marks itself as the winner of the
election, (iv) records the packet’s sequence number
and (v) transmits the packet. Then, the node selects
another random interval to hear the response to its
broadcast and react if none is heard. Hence, the min-
imum delay needed must be larger than λ to makes
sure that all potential responders clear their timers
and forward the packet (we selected 1.1λ plus the
transmission time of the largest packet). The ran-
domize range should reduce possibility of multiple
nodes overhearing the responses of interfering their
reactions (we selected the range of 0.5λ because the
number of such multiple nodes is smaller than the
number of potential responders to the packet forward-
ing). During this time interval, the node monitors the
carrier to determine if the packet has been forwarded.
Ideally, only a single transmission of DATA packet by
a node that is closer to the destination is heard. If a
second transmission is detected, it is likely sent by a
neighbor that is out of the transmission range of the
node which sent the first transmission, so the mon-
itoring node sends an ACK packet. The ACK will
reduce the number of neighbors that participate in
the election for the next DATA packet in this flow.

If the node determines that the packet was not for-
warded, it retransmits the packet and continues to
listen for another random interval chosen as above.
If, during that time, the node receives an ACK or
DATA packet, it cancels the timer and ignores all
future packets with this sequence number, because
forwarding of the packet was successful. If the timer
expires, the node undertakes route repair by increas-
ing the destination’s hop distance stored at the node
by 2, which is the minimum increase of the distance
to the destination for this node. Indeed, there are no
nodes closer or equal distance to the destination that
are alive, so in the best case, the node one hop far-
ther to the destination (that could be reached in one
hop from the current node) may still have an alive
path to the destination. If the new distance plus the
packet’s actual hop count is less than the maximum
hop count, the node will transmit the packet with
the new distance as the expected number of hops.
After transmitting the packet, the node will ignore

all future packets with this sequence number. The
increase of the destination’s hop distance stored in
the node will also impact the response of this node to
the future packets of this flow. Most likely the pack-
ets will be redirected to nodes that are closer to the
destination than the changed distance of this node.

When the destination receives the DATA packet, it
transmits an ACK packet and starts a timer with end-
time of 10λ. Any DATA packet received during this
time period causes the destination to send another
ACK packet. After this time period, the destination
ignores all packets with this sequence number, as the
payload has already reached the destination. The Fi-
nite State Automate for the SRP protocol, encoding
different states of a sensor node participating in the
protocol as well as the corresponding state transitions
has been presented in [2].

3.2 SHR Performance

We simulated a large scale network to compare per-
formance of SRP, SHR and the Ad hoc On-Demand
Distance Vector (AODV) routing [16]. The first of
these protocols represent the latest development of
self selective routing within the family of SSR proto-
cols while the second one is an older, basic version
of the protocol used for comparison. AODV is repre-
sentative of traditional route-based routing protocols
which find a single best route to the destination, store
it in the source or over the route and use flooding to
repair this route when it becomes damaged. It is
also typical in its use of acknowledgments to ensure
a high delivery ratio at the cost of additional packets
sent and received during transmission.

The base configuration for the simulations consists
of a 2000 x 2000 square feet terrain populated with
500 nodes, each with a nominal transmission range
of 250 feet. We simulated the free space propagation
model [17]. The simulated application sends pack-
ets of a mean size of 1000 bytes at a mean interval
of 40 sec. We performed several simulations and in
each we tested the protocols’ performance against a
change in one of the following test parameter: (i) the
rate of permanent node failures; (ii) the rate of tran-
sient node failures; and (iii) the number of sources
communicating with a single destination (base sta-
tion).

SRP and SHR used λ =100ms and the maximum
hop count equal to the distance to the destination
plus log

2
of this distance. The first choice is dic-

tated by the average number of neighbors of each
node (which was 7 in our simulations) and the length
of the time needed to switch the radio from listening
to broadcasting tswitch (which was 0.1ms in our sim-
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ulations). In [18], the probability of broadcast inter-
ference and the average delay of the forwarding were
found as a function of the number of nodes partici-
pating in self-selection and the length of interval over
which random back-off delay is chosen. Our choice
of λ made this probability 0.25% at the cost of the
average delay of each hop without a previous win-
ner equal to 8ms. The second choice influences the
packet loss in case of failures and the cost of trans-
missions needed for the packet to retract back long
the severed path before finding the alive path to the
destination. Clearly, sublinear function of the path
length is needed, and experience indicates that log

2

of the path length provides the best balance between
the two above mentioned factors. During the simu-
lations, we collected the communication delay at the
destination, the packet delivery ratio at the desti-
nation and the total number of MAC layer packets
transmitted.

Effect of traffic volume. We tested an impact
of increasing the number of sources communicating
with a single destination, a situation that is common
in wireless sensor networks. The results of this test
are shown in Figure 13. Increased traffic causes more
random collisions in SHR, decreasing the delivery ra-
tio. AODV maintains higher delivery ratio at the
cost of increased number of MAC packets produced
and larger communication delay. When the number
of sources passes 40, AODV must spend so much time
maintaining its topology that its performance drops
drastically. SRP on the other hand, maintains an
extremely high delivery ratio at very quick speeds
despite the large increase in traffic. The huge differ-
ence in performance between the SSR family proto-
cols and AODV required the use of logarithmic scale
on the end-to-end delay chart. It is also worth noting
that since SRP uses so many fewer MAC packets than
AODV, power savings becomes an added benefit.

Effect of node failure rate. We tested two node
failure modes, transient (see Figure 15) and perma-
nent (see Figure 14). In sensor networks, transient
failures are caused mainly by error-prone links, power
management induced duty cycles, and packet colli-
sions. Of these, the duty cycle induced failures are
the least disruptive since they are often coordinated
with the networking protocol. The simulation results
presented here are based on a random transient fail-
ure model, so they exaggerate the effect of duty cycles
on the protocols.

When the topology changes, either by a node fail-
ing or returning to the network, extra work is required
of the networking protocol. The goal is to minimize
this work when the failure is transient, yet quickly
update the route when the failure is permanent.

s

s

Figure 13: Performance of SRP and SHR versus
AODV over a reliable sensor network with increas-
ing number of sources reporting to the single base
station

When we introduce a single permanent failure at
a fraction of the nodes, both AODV and SRP coped
well with the disruption and relatively quickly and
efficiently found an alternative route. SRP achieved
this with smaller delay and significantly fewer packets
than AODV, however with a slightly lower delivery

9



s

s

Figure 14: Performance of SRP and SHR versus
AODV over a sensor network with permanent fail-
ures

ratio.

In case of repetitive failures, AODV is strongly im-
pacted by topology changes. Link layer failure causes
AODV to flood the network looking for a new route.
The flooding may stop after a few steps, but it is
still disruptive. SRP is affected by transient fail-
ures (100% delivery rate drops to 57%) but transmits

much fewer packets than AODV. As the transient fail-
ure rate increases, the failures may overcome SRP’s
ability to repair routes. A simple solution would be
to simply send each packet twice in a transient failure
prone network, which would increase delivery ratio,
maintain faster speeds than AODV, and still use sig-
nificantly fewer MAC packets.

s

s

Figure 15: Performance of SPR and SHR versus
AODV over a sensor network with transient failures

We also implemented the SHR protocol on Cross-
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bow’s MicaZ motes and tested it on a simple topology
in which three paths of different length existed be-
tween the source and destination [19]. DATA packets
were 29 bytes long. TinyOS version 1.1.7 was used
with the MicaZ CC2400 radio library extended with
the time stamping interface. B-MAC with acknowl-
edgments disabled provided link layer functionality.
DATA packets were sent for 12.5 minutes.

For comparison, we used the MintRoute protocol
with link-quality estimation to select a parent that
minimizes the expected number of hops to the desti-
nation. The specific version used is MintRoute v1.7
with the window mean exponentially weighted mov-
ing average (WMEWMA) link estimator. All other
MintRoute settings were left at their default values.
The Surge application was used to send a DATA
packet every 5 seconds from the source mote. Af-
ter sixty packets were sent, we destroyed the shortest
path in the tested topology by putting a metal cylin-
der over one of the nodes in it, thereby removing a
communication link on that path.

As is apparent in Figure 16(a), SHR was able to
quickly repair a broken route and to find the next
shortest and reliable path. Even the longest path
of the topology was used to compensate for dropped
packets. Hence, the removal of motes is not detri-
mental to SHR’s performance. MintRoute recovered
from the broken shortest path but required 150 sec-
onds to do so (see Figure 16(b)). The destruction of
motes can be devastating to MintRoute, making it
inadequate for a situation where motes can be com-
promised.

4 Discussion

Although the general structures of CPN and SHR
routing protocols are similar, their approaches differ
in several important aspects reflecting different as-
sumptions about their deployment and operational
use. Both algorithms consist of three distinct stages:
discovery, confirmation and transmission.

In CPN, the discovery stage uses Smart Packets
(SPs) to traverse possible routes from the source to
destination. After SPs reach the destination, the con-
firmation stage sends ACK packets to the source to
establish the best routes and to store them in the
source. These two stages are constantly repeated to
enable CPN to respond to topology changes. In SHR,
the discovery stage followed by the confirmation is
performed only once for each flow, or, alternatively
once for the entire topology. The discovery stage es-
tablishes initial distances to the source for all nodes
that lie on potential routes from the source to desti-
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Figure 16: Delivery, delay and hop count of proto-
cols. The shortest path was destroyed after packet
with sequence number 60. (a) SHR responds with
recovery and increase in hop count when the short-
est path is destroyed. The longest path is occasion-
ally used when the medium path is under repair. (b)
MintRoute recovers from the failure but after a much
longer time reducing its delivery rate significantly

nation. The DREQ packets are used with a structure
similar to SPs of CPN. The confirmation stage uses
DREP packets that traverse back the nodes marked
by the discovery stage and provides them with the
distance to the destination.

In summary, information about routing is dis-
tributed to the sources in CPN, with each source
storing paths to destinations together with their mea-
sured and frequently updated QoS. In addition, each
intermediate node in the RNN also stores a ranked
list of the alternative next steps which are used to
route the SPs. SHR distributes routing informa-
tion among nodes belonging to potential paths, so
each node knows its distance to the destination for
any flow passing through it. This difference in in-
formation distribution results in radically different
transmission stages. In CPN, Dumb Packets (DPs)
carry information from the source to the destination,
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blindly following the path decided by the source. This
allows for efficient and fast forwarding in reliable net-
works, but is vulnerable to transient topology changes
that appear and disappear frequently. In SHR, trans-
mission follows the path selected at each node hop,
based on the current availability of forwarding nodes
(so if the node normally forwarding packets for the
given flow is down or its link to the predecessor is
down, another node will forward the packet). By
shortening the range of randomized delay for a node
with the best link among those closer to the desti-
nation, SHR supports short delay in stable networks.
SHR allows for rapid response to transient failures;
however, an additional delay at each hop (to en-
able collision-free self-selection) will occur when new
routes need to be established.

The self-selection of the forwarding node at each
hop can take into account additional factors in rout-
ing decisions, such as energy level of responding
nodes. We are currently working on a version of the
SHR protocol that enables energy sensitive routing.

In conclusion, each of the two presented protocols
targets different execution environments and differ-
ent design criteria. When SPs carry payload in CPN,
the two approaches become very similar. Both are
capable, to a different degree, of supporting fault-
tolerance. CPN is more scalable for network with
flows to many destination, whereas SHR is more scal-
able for network with a single destination and many
sources (sensor networks with flows from sensor nodes
to the base station are the most prominent exam-
ples of such networks). CPN is faster in transmit-
ting packets, but slower in responding to topology
changes. It works well with networks with low rate
of failures and it enables the source nodes to make
routing decisions. It also is more scalable in case of
many flows with different sources and destinations.
SHR works well on unreliable networks with tran-
sient links and well interconnected topology with high
redundancy of paths between communicating nodes.
Further study of application domains for these two al-
gorithms is needed. However, it is clear that the sim-
ilar overall structure of a protocol (in the discussed
case, establishment of three similar stages: discovery,
confirmation and transmission) still allows for differ-
ent levels of efficiency in diverse application contexts.
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