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Abstract—Routing in delay tolerant networks (DTNs) in which  terms of CPU and memory usage, often less expensive near

most of the nodes are mobile and intermittently connected is a optimal erasure coding is used instead, requifinge blocks
challenging problem because of unpredictable node movementsy racover the original message

and lack of knowledge of future node connections. To ensure There everal e di lgorith including Reed
reliability against failures and increase the success rate of re are several erasure coding algorithms including ~ee

delivery, erasure coding technique is used to route messages inSolomon coding and Tornado coding [13]. These algorithms
DTNs. In this paper, we study how the cost of erasure coding differ in terms of encoding/decoding efficiency, replicati
based routing protocols can be reduced. Specifically, we analyzefactor R and minimum number of code blocks needed to
the effects of different spraying algorithms, right parameter recover the original message. In this paper, we use Tornado

selection and splitting spraying phase on the cost of message o S . .
delivery. We also perform simulations to evaluate the proposed CCU€S because of its simplicity and linear time completitg (

approaches and demonstrate that the cost of erasure coding bad  Penefit of which will be explained later). Besides, in [13jet
routing can be reduced considerably with the proposed strategies average value of is reported ag /20 for Tornado codes. Thus,

while maintaining the delivery rate and delay objectives. as in previous studies, for simplicity, we ignotein further
analysis.
. INTRODUCTION The most important advantage of erasure coding based

[nessage routing over replication based rodtiigythat era-

pure coding strengthens the robustness of the routing stgain
twork failures. That is, the more messages are spread to
e network, the higher is the probability of message dglive

the destination, regardless of the rate of communication

Delay tolerant networks (DTN) are wireless networks i
which the connectivity between nodes is provided intermi
tently because of mobility of the nodes and low node densi
in the network area. Moreover, it is usually not possible
find an end-to-end path from a source to a destination at a’g%/l

given time instance. Therefore, routing of messages in DT :I:ﬁs. h th ¢ dina techni .
is more challenging than in traditional networks where the oug € usage or erasureé coding technique increases

connectivity of nodes is mostly stable and most of the timé It|ab|I|tyt|? rtc;]utmg t'o f mle ssiges L'Jn I!‘D(T’:ﬁ Mt may b':’ng
paths from source to destination do not change througheut fif rahcos t? | eliout IS]g agorl tm. n; € the prewg_us bor d
message delivery. Some of the examples of DTN networksvl\ﬂ1IC mostly look at the advantages of erasure coding base

real life are wildlife tracking [1], military networks [2] rad routing in providing high delivery rate, small delivery dgl
vehicular ad hoc networks [3] ' and reliability, in this paper we focus on the cosf erasure

Erasure coding is an interesting and a powerful techniqﬁgding based routing algorithms and discuss differentraeise

which is used in routing of messages in DTNs. The essen? reduce the cost.

of this technique is to first divide a message irtodata Ql'he rest of the paper is organized as follows. In Section Il

blocks and then to convert theseblocks into a large set of we summarize previous work in the literature. In Section I
® blocks (encoded messages) such that the original messAgdive the details of cost reduction schemes proposedsn thi

can be constructed from any subsetdoblocks of sufficient pdper. Then, in Secuo.n IV, we give S|mulqt|on re;ults. Fyna
cardinality. Here,® is usually set as a multiple of and we conclude and outline the future work in Section V.

R = ®/k is called replication factor of erasure coding. Under Il. RELATED WORK

optimal erasure codingk blocks are sufficient to construct |, jiteraturé, several routing algorithms have been proposed
the original message. Since the optimal coding is expemsiveyaseq on erasure coding technique. One of the first studies

This research was sponsored by US Army Research laboratahythen ut|I|2|ng the erasure COdmg approach 1S [7] In that StUdy’

UK Ministry of Defence and was accomplished under Agreemennbér o ) )
WO11NF-06-3-0001. The views and conclusions containedidbcument ~ 'In replication based routing [4], [5], [6], a number of copigisthe same
are those of the authors, and should not be interpreted aeseeyiing the Message are generated at the source node and distributéuétaotles in the
official policies, either expressed or implied, of the US ArmgsRarch network. Then, any of these nodes, independently of otitees, to deliver
Laboratory, the U.S. Government, the UK Ministry of Defensethe UK the message copy to the destination.

Government. The US and UK Governments are authorized to repecand ~ 2We define the cost as the number of bytes transferred betweemottes.
distribute reprints for Government purposes notwithstagicny copyright 3Since in this paper we focus on erasure coding based algmitive do
notation hereon. not present here the details of the previous replicatiordadgorithms.


admin
Text Box
Proc. IEEE International Conference on Communications, ICC09, Cape Town, South Africa, May, 2010, pp. 1-5.


TABLE |

NOTATIONS
[ Symbol [ Definition ] 208

M Average size of a message (bytes) 1‘3 06
k Number of equal size blocks that a message is split into .

Emaz | Upper bound fork :
R Replication factor used in erasure coding of a message §
P k x R, total number of blocks generated in erasure codjng S o2

based routing

Ropt Optimum value ofR in single period case 0% 20 100 150 200 230 300
tq Message delivery deadline (or TTL of messages) Time

P(x) Probability of delivery at time x
dr Desired dellvery_ L Fig. 1. Comparison of delivery probabilities in erasure ogdbased routing
T Total cost of delivery of a message with binary and source spraying.
Ts End of distributing all messages to relay nodes

The faster they are sprayed to other nodes, the higher is the

Wang et al. present the advantages (robustness to failtrgs élelivery rate. On the other hand, the spraying stage catésb
of erasure coding based routing over the replication basgignificantly to the cost of the algorithm. Previous work ajw
routing. In [8], the split of erasure coded blocks over nuiéti assumed that the fast distribution of messages using binary
delivery paths (contact nodes) to optimize the probabitity Spraying is used [5]. However, using binary spraying may be
successful message delivery is studied. A similar approaléi$s cost efficient than source spraying in which only source
focusing on the distribution of encoded blocks among thde can spray the messages to other nodes.
nodes is presented in [9]. Based on the realistic assumptiorfFigure 1 shows the cumulative distribution functions (sjf’
that the nodes do not behave identically, an estimationcbag¥ delivery probabilities in two erasure coding based mgiti
erasure coding based routing algorithm is proposed. As algorithms, each using the santeand R parameters but
extension of this work, in [10], authors also utilize theonf different spraying strategies. (The figure is obtained fram
mation of a node’s available resources (buffer space, mintai sample run on a network with the same features as used in
energy level etc.) in the evaluation of the node’s capabiliall simulations used in this paper). The plots clearly shioat t
to successfully deliver the message. In [11], a hybrid rauti using binary spraying in erasure coding routing can shorten
algorithm combining the strengths of replication based afdd (the time of completion of distribution of all messages
erasure coding based approaches is proposed. In additiodotgelay nodes) and increase the delivery probability afii
encoding each message into large amount of small blocks, thster than in the case of source spraying. However, using
algorithm also replicates these blocks to increase theatgli binary spraying increases the cost of erasure coding m@utin
rate. dramatically. According to binary spraying rules, each enod

The main objective of all the above algorithms is to routeaving more than one encoded message transfers half of its
messages efficiently such that a high delivery rate and smaiessages to the first node it méet8ut this causes the
delivery delay is obtained. Unlike previous work, in thigransmission of many messages between nodes over and over.
paper we focus on the cost of the erasure coding badaénce, the cost of distributing messagesr(®)) in erasure
routing and introduce different schemes to reduce it. Ti@ding based routing via binary spraying is:
only previous work which also considers the overhead of
erasure coding based routing is [12]. However, even in that T(®) = 27(®/2) + (M/k)(®/2), where(1) =0
study the cost is not analyzed as thoroughly as we do in this +(¢) = MPlog® _ O(MRlog(kR))
paper. Only the optimal parameter selections are consldere 2k
in that study with the goal of achieving a desired delivetgra If a node has® messages, it transfers half of them to
eventually. However, the effect of neither distributiorr i@L  the first node it meets with costM/k)(®/2). Then each

of messages on the delivery cost is studied. of these nodes continues distribution of their own messages
To improve readability, the list of symbols used in the reshdependently, incurring the cos(®/2).
of the paper and their meanings is given in Table I. On the other hand, source spraying has a cosb@f) =
O(M R), however it achieves a slower distribution of messages
Ill. PROPOSEDAPPROACHES than binary spraying. This is clear from the plot in Figure 2

A. Reducing Cost by Selecting Right Spraying Algorithm Which compares the cost of binary and source spraying with

In erasure F:Odlng ba;ed rou“ng’ Spl’.ayllj]g of all messalgeﬁn replication based algorithms, the copies of the originaksage are
takes more time than it takes in replication based routl%nerated, therefore a node with a right to make & copies doeed to give

algorithms because more encoded messages (whic¢htames |5 ] of them to the first node it meets. Instead it can give only orgydo

smaller) are transferred to delay nodes. Therefore, thetigy this encountered node together with the right to make| — 1 more copies
.in the same manner. But in erasure coding based routing, theesoode

njes_s_ages are dIStI’Ibu'Fed to other nodes in the network I9efleratesd encoded messages with different contents, so the same update i
significant factor affecting the performance of the aldorit the message transfer process between nodes can not be applied
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Fig. 2. Comparison of spraying cost in erasure coding basetihgpwith  Fig. 3. Cumulative distribution function of delivery prohkty in two period
binary and source spraying. erasure coding routing.

different R values (to obtain this plot, we sét/ = 100Kb Assuming that,; and the desired delivery raté,( att; are

andk = 4). given, we can determine the optimum parameters minimizing
From the above discussions and the plots in Figurestie cost while achieving, att; using the following relation:

and 2, it is clear that there is a tradeoff between the high .

delivery probability and the cost of the algorithm. When Ipyna (k, R) = arg min{7| P(tq, ) > dr }

spraying is used to achieve high delivery probability qljick From the previous section, we know that changingloes

cost is increased dramatically. not change the cost. It only affects the slope of the curve,
In an erasure coding routing, the cost of source sprayia@d therefore the delivery rate. Although the valuekofan

with parameters: and 2 matches the cost of binary sprayingchange from 1 to infinity in theory, wheh is large, many

with parameterg and ' when i’ is set to the value obtainedsmall blocks are created (in some cases exceeding the total

from R'log(kR') ~ 2R. Clearly, R must be smaller than number of nodes in the network) incurring high processing

R (i.e. in Figure 2, the cost of source spraying Wil¥15 cost and low bandwidth utilization. Therefore we assumeesom

is matched by the cost of binary spraying wittl = 7). upper bound,,..) for k. Once, we know (), kmaz, d» and

Yet, the binary spraying wittk R’ encoded messages canno,, we can find the parameters that minimize the cost of the

achieve the same delivery rate as the source sprayinghfith algorithm using the above inequality by enumeration of all
messages does. Thus, we conclude that the source spraybésiblek and R values.

is more beneficial than the binary spraying in erasure coding ) o ) )

based routing. C. Reducing Cost by Spraying in Multiple Periods

. . . The cost of erasure coding algorithms can further be reduced

B. Reducing Cost by Right Parameter Selection by spraying messages to other nodes in multiple perioddgwhi
In previous section, we showed the benefit of source sprayaintainingd, at thet,). For instance, in two period variant

ing over binary spraying. To reap the full benefit of sourcgs the proposed scheme, instead of distributing all message

spraying, the right parameters need to be used. at the beginning (this strategy corresponds to single ggrio
Assume that in a DTN the messages have a user defingd can spray only some of them at timeand wait for the

TTL value and the objective of routing is to achieve a desireghivery of sufficient number of messages at the destination

delivery rate {,) by the time at which the TTL of messagest the delivery has not happened yet at a certain timg,(we

expire. We will refer to TTL of messages as delivery deadlingjstribute more messages to the network so that we increase

ta, in the rest of the paper. To minimize the cost of erasufge probability of delivery. The question igan we reduce

coding based routing, the right parametérsaGd R) have to the average cost while maintaining at t;?’

be selected. Plot of EC(k, R*, ) in Figure 3 illustrates the goal we
Let p(x) denote the cdf of a single node’s probability ofyant to achieve in two periods. Assume that in single period

meeting the destination after time units has passed since ”case, the optimum parameters arand R,,. In erasure cod-

is given an encoded message (If the total number of encoqﬁg routing with two periods, source node generatgs= kR*

messages to distribute is not too large d@pd>> T, for the  (remember that complexity of encoding is linear so this will

sake of simplicity, we can assume that all relay nodes in thgyse a linear increase in the complexity) encoded mesafges

network get encoded messages at about the same time). T'ﬂ%]:beginning and allows the distribution of ony = akR*

the probability that there are alreadymessages gathered abf them () < o < 1) in the first period. Then, at the beginning

the destination node at time becomes: of the second period (after time;), the remaining®, — ®;
® /e ) ) messages are distributed so that the probability of gatberi
7 d—4 . . ..
P(z,®) = > <i>P($) (1—p(x)) of k messages at the destination is increased.
imk

In the first period of two period erasure coding routing,
It should be noted that the erasure coding based routitige cdf is P{,®;). But in the second period, we need to
reduces to the replication based routing whies 1. combine the independent delivery probabilities of the first



period messages and the second period messages whichefiexts of the other parameters. We assume that the buffer
distributed to the network with a delay af; time units. The space in each node is large enough to avoid any buffer
delivery probability in the second period at timels: overflows. We also assume a high bandwidth that allows the
. s transmission of all mes(,jsagehs during each nod;émefe;(i)r&g. All
i o messages are assumed to have an average si£ ©
Pla, @1, @2) =3 | D P'(@,j, @1)P'(v-24,ivj, ©2-81) Kbytes. Each message is generated at a randomly selected
source node and then addressed to the sink node whose initial
where P'(z,j,®1) = (q’_l>p(x)j(1 — p(z))®1—7 location is also chosen randomly. After all the messages are
J distributed, the destination waits until it receives st
Iy = max{0,7 — ®3 + ®; } andly = min{s, 1} number of messages. It is also important to remark that if
one of the nodes carrying a message (or messages) meets the
destination during the spraying period, it transfers allitef
messages to the destination. Therefore some messages can be
directly transferred to the destination without being give
relay nodes, thus yielding a saving in total message transfe
R* > Rop cost. For the simulations here, we skt= 99%, which is a
Pltg, ®1,85) > P(tg,®) reaso_nable delivery rate for real scenarios. In the futuwekw
we will also look at the effect of differend, values on the
Moreover, to lower the average cost compared to the costgerformance of the algorithm. The presented simulationli®s
a single period, the following inequalities must be sattsBs are averaged over 1000 different runs.
well: We first present results regarding the right spraying algo-
rithm selection. Figure 4 shows the average costs per messag

i=k \j=l

The goal is, for a give®, to find a ¢,,9-) pair that lowers
the average cost while maintaining by ¢4. First of all, to be
able to catch the delivery rate of single period, the folloyvi
inequalities must be satisfied:

Plza, 21)®1 + (1 - P(xd’q)q)l)_)% s @ achieved with different deadlines when source spraying and
@27@ < P(xg,®) binary spraying are used. In both algorithms, assumingthieat
2 — 1

samek value is used, we first foun® values achieving the
Using source spraying in two-period erasure coding bassdme delivery rate by the deadline (Note that erasure coding

routing also provides an extra benefit in terms of the costlgorithm with binary spraying (EC-BS) uses a smaller

As soon as the second period starts at tirge source node value than it is used in the erasure coding algorithm with

starts distributing remaining messages at a slower rate thsburce spraying (EC-SS) to achieve the same delivery rate

binary spraying. With each message distributed to a reldgnoby the deadline) and computed the cost when thesalues

the chance of having encoded messages at the destinaticare used. As the results show, EC-BS generates higher cost

increases. In the mean time, if the message is delivetedthan EC-SS even though it uses smallewvalue. This result

encoded messages have arrived destination) and the sod®@onstrates again the advantage of source spraying over

node receives acknowledgment of this delivery, then thecgou binary spraying.

node stops distributing remaining messages, so the average

cost is reduced further.

1400 —6—EC-SS
—»— EC-BS
1200

IV. SIMULATION MODEL AND RESULTS

We have implemented a Java based simulator to evaluate
the performance of proposed cost reduction schemes. We
randomly deployed 100 mobile identical nodes (including th
sink) on a 300 mx 300 m torus. The nodes move according

1000
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Average cost per message (Kbytes)
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to a random walk model [13] Each node selects a random 207200 20 30 @0 400 450 500 550

Delivery deadline (1d)

direction ([0, z]) and a random speed from the range of
[4m/s, 13m/s], then goes in that direction during a randomly
selected epoch of duration from the range of [88, 155]_ Whgﬁé 4. Average costs incurred by the single period erasading routing

. . n the source and binary sprayings are used in messagéuistr.
the epoch ends, the same process runs again and new dlrecWon y spraying 9

speed and epoch duration are selected. The transmissige ran gefore looking at the performance of multi-period spraying
of each node is set to 10 m (Note that under this setting, thgproach, we first discuss two different types of acknowledg
generated network is very sparse which is the most commgyants for delivered messages. Here, we assume that the multi
case in real DTN deployments). period source spraying is used.

Since our goal is to reduce the cost, we modeled theTypE |:When destination receives a message, it first creates
simulation environment in such a way that we eliminate thgh acknowledgment for that message and sends it to other
S\ . . . o nodes within its range, which is assumed to be same for all

e also performed simulations using random direction and aand

waypoint models. Since the results are similar, for brevitjoered by the the nodes in thIS_ case. Then, using epldemlc routing, this
limited space for the paper, we did not include them here. acknowledgment is spread to all other nodes whenever there



is a contact between a node carrying the acknowledgmesatmet, values, the cost difference between Type | and Type
and a node without it. Note that since the acknowledgmelhtacknowledgments irEC-2pis larger than it is inEC-1p
messages are much smaller than data messages, the cosigafrithm. This is because in Type | acknowledgment, more
this epidemic-like acknowledgment process is small coebarblocks must report reaching destination BEC-2p algorithm

to the cost of routing data messages. Therefore, we ignere than in EC-1p algorithm.

cost incurred by acknowledgment distribution. Howeverdoe
take into account the effect of acknowledgment distributia _fa_[ Cost of EC-1p-SS (Kbyles)| CfSt of EC-2p-SS(Kbytes) |
data message distribution. When the destination node gatt el O‘();(’F;)'k) Té‘fé' T%’zez” O(‘;t’(]g. ﬁfg)) T’égz' T’gpleg”
enough messages to accomplish delivery (by combiring—sgg 3.3 357 356 (5, 0.4, 345) 299 295
encoded messages), the source node will continue to ditgrilj 400 [ (4.3) 445 443 (6,05, 270) | 412 398
copies (further increasing the total message transfej oogt | 300 | (5.3) 536 | 532 | (7,0.5,200) | 515 | 495
. . . 250 | (5.5 525 517 (8,05,185) | 538 510
it receives acknowledgment of the delivery.

TYPE II: In this type of acknowledgment, we assume that TABLE II
the destination uses one time broadcast over more powerfulMINIMUM AVERAGE COSTS OF SINGLE AND TWO PERIOD ERASURE
radio than the other nodes (this assumption is often satisfie CODING ALGORITHMS.

in practice). Thus, the broadcast reaches the source node of
the message at the exact time of delivery of the message. Like
in the previous case, the acknowledgment message is sbort, s V. CONCLUSIONS ANDFUTURE WORK

its broadcast is inexpensive. In this paper, we study the erasure coding based routing
It is clear that Type Il acknowledgment results in bettgsroblem in DTNs. Unlike the previous work, we investigate
performance of delayed spraying than Type | acknowledgmettie problem in terms of the cost of the algorithm. We intragluc
However, it may require higher energy consumption. In singeveral cost reduction schemes which we simulated to show
ulations, we compare the performances of both methods eir ability to reduce the cost of the algorithm. In a future
showing how they impact the results of our algorithm. work, we will extend our simulations and will study the etfec
Table Il shows the minimum costs incurred BE-1p(suffix  of other parameters on the cost of the algorithm. We also plan
“Xxp” denotes x-period version of EC routing) ariC-2p to apply the proposed schemes to real DTN traces.
algorithms with the aforementioned two different types of
acknowledgments. In both algorithms, we found the optimal

parameters which provide minimum average costs using tH8 P-Juang, H. Oki, Y. Wang, M. Martonosi, L. S. Peh, and DbBhstein,
f | f h . . BC-2p al ith Energy-efficient computing for wildlife tracking: desigradeoffs and
ormulae from the previous section. -2p algorithm, we early experiences with zebranet Proceedings of ACM ASPLOS, 2002.

usedkqz = 5. [2] Disruption tolerant networkinghttp://www.darpa.mil/ato/solicit/DTN/.
First of all. even though we did not show it here for thel3] J. Ottand D. Kutscher disconnection-tolerant transport for drive-thru

L . . . . internet environmentsn Proceedings of IEEE INFOCOM, 2005.
sake of brevity, in both algorithms the desired delivergriat 4 A vandat and D. BeckeiEpidemic routing for partially connected ad

achieved by the given deadlines. Yet, their costs are diffier hoc networksDuke University, Tech. Rep. CS-200006, 2000.
For all ¢, values shown, as it is expected, the cost of afPl T. Spyropoulos, K. Psounis,C. S. Raghavendspray and Wait: An

. . . Efficient Routing Scheme for Intermittently Connected Mdletwork
algorithm when Type | acknowledgment is used is higher than oy S|GCOM,?,| Workshop, 2005. Y >

the cost of the same algorithm when Type Il acknowledgmerjé] E. Bulut, Z. Wang, B. Szymanskilime Dependent Message Spraying
is used. This is simply because of the extra time needed for Routing in Intermittently Connected Networka Proceedings of

. . Globecom, New Orleans, November 2008.

in Typg | aCkr_‘OW|e(_jgme_nt _to inform the source nOd_e abq Y. Wang, S. Jain, M. Martonosi, and K. FalErasure-coding based
the delivery with epidemic like acknowledgment. Duringsthi routing for opportunistic networksin WDTN 05: Proceeding of the
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