Extension of Modularity Density for Overlapping Community Structure
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Abstract—Modularity is widely used to effectively measure the strength of the disjoint community structure found by community detection algorithms. Although several overlapping extensions of modularity were proposed to measure the quality of overlapping community structure, there is lack of systematic comparison of different extensions. To fill this gap, we overview overlapping extensions of modularity to select the best. In addition, we extend the Modularity Density metric to enable its usage for overlapping communities. The experimental results on four real networks using overlapping extensions of modularity, overlapping modularity density, and six other community quality metrics show that the best results are obtained when the product of the belonging coefficients of two nodes is used as the belonging function. Moreover, our experiments indicate that overlapping modularity density is a better measure of the quality of overlapping community structure than other metrics considered.

I. INTRODUCTION

Many networks, including Internet, citation networks, transportation networks, e-mail networks, and social and biochemical networks, display community structure which identifies groups of nodes within which connections are denser than between them [1]. Detecting and characterizing such community structure, which is known as community detection, is one of the fundamental issues in the study of network systems. Community detection has been shown to reveal latent yet meaningful structure in networks such as groups in online and contact-based social networks, functional modules in protein-protein interaction networks, groups of customers with similar interests in online retailer user networks, groups of scientists in interdisciplinary collaboration networks, etc. [2].

In the last decade, the most popular community detection method, proposed by Newman [3], has been to maximize the quality metric known as modularity [1], [4] over all the possible partitions of a network. This metric measures the difference between the fraction of all edges that are within the actual community and such a fraction of edges that would be inside the community in a randomized graph with the same number of nodes and the same degree sequence. It is widely used to measure the strength of community structures discovered by community detection algorithms.

Newman’s modularity can only be used to measure the quality of disjoint communities. However, it is more realistic to expect that nodes in real networks belong to more than one community, resulting in overlapping communities [5]. Therefore, several overlapping extensions of modularity ([6], [7], [8], [9], [10], [11], [12]) were proposed to measure the quality of overlapping community structure. Yet, to date no attempts have been made to systematically compare different overlapping extensions and propose metric selection criteria for different types of networks. In this paper, we consider several overlapping extensions of modularity and test their quality on four real networks. We also extend Modularity Density [13], [14] for overlapping communities following the same principles used by the overlapping extensions of modularity. Finally, we make a comparison of different overlapping extensions of modularity with overlapping modularity density.

We conducted experiments on four real-world networks using overlapping extensions of modularity, overlapping modularity density, and six other metrics (the number of Intra-edges, Intra-density, Contraction, the number of Inter-edges, Expansion, and Conductance). The results show that selecting the product of the belonging coefficients of two nodes as a belonging function for overlapping extensions yields better results on these networks than using other belonging functions. Moreover, the results imply that overlapping modularity density is better than other metrics considered for measuring the quality of overlapping community structures.

II. MODULARITY

A. Newman’s Modularity

Newman’s modularity [1], [4] for unweighted and undirected networks is defined as the difference between the fractions of the actual and expected (in a randomized graph with the same number of nodes and the same degree sequence) number of edges within the community. A larger value of modularity means a stronger community structure. For the given community partition of a network \(G = (V, E)\) with \(|E|\) edges, modularity \(Q\) [1] is given by:

\[
Q = \sum_{c \in C} \left[ \frac{E_{c}^{in}}{|E|} - \left( \frac{2|E_{c}^{in}|}{2|E|} + \frac{|E_{c}^{out}|}{|E|} \right)^2 \right] ,
\]

where \(C\) is the set of all the communities, \(c\) is a specific community in \(C, |E_{c}^{in}|\) is the number of edges between nodes within community \(c\), and \(|E_{c}^{out}|\) is the number of edges from the nodes in community \(c\) to the nodes outside \(c\).

Modularity can also be expressed as [4]:

\[
Q = \frac{1}{2|E|} \sum_{ij} \left[ A_{ij} - \frac{k_{i}k_{j}}{2|E|} \right] \delta_{c_{i},c_{j}},
\]

where \(A_{ij}\) is the adjacency matrix of the network, \(k_{i}\) is the degree of node \(i\), and \(\delta_{c_{i},c_{j}}\) is an indicator function that is 1 if nodes \(i\) and \(j\) belong to the same community \(c\) and 0 otherwise.

Modularity density is a natural extension of modularity that takes into account the density of the community and the density of the network. It is defined as the difference between the fractions of all edges that are within the actual community and such a fraction of edges that would be inside the community in a randomized graph with the same number of nodes and the same degree sequence. It is widely used to measure the strength of community structures discovered by community detection algorithms.

In the last decade, the most popular community detection method, proposed by Newman [3], has been to maximize the quality metric known as modularity [1], [4] over all the possible partitions of a network. This metric measures the difference between the fraction of all edges that are within the actual community and such a fraction of edges that would be inside the community in a randomized graph with the same number of nodes and the same degree sequence. It is widely used to measure the strength of community structures discovered by community detection algorithms.
where $k_i$ is the degree of node $i$, $A_{ij}$ is an element of the adjacency matrix between node $i$ and node $j$, $\delta_{c_i,c_j}$ is the Kronecker delta symbol, and $c_i$ is the label of the community to which node $i$ is assigned.

### B. Overlapping Definition of Modularity

Newman’s modularity is used to measure the quality of disjoint community structure of a network. However, it is more realistic that nodes in networks belong to more than one community, resulting in overlapping communities [5]. For instance, a researcher may be active in several research areas, and a node in biological networks might have multiple functions. It is also quite common that people in social networks are naturally characterized by multiple community memberships depending on their families, friends, professions, etc. For this reason, discovering overlapping communities became very popular in the last few years. Several overlapping extensions of modularity [6], [7], [8], [9], [10], [11], [12] were proposed to measure the quality of overlapping community structure. These extensions are described below.

If communities overlap, each node can belong to multiple communities, although the strength of this connection can generally be different for different communities. Given a set of overlapping communities $C = \{c_1, c_2, ..., c, ..., c_{|C|}\}$ in which a node may belong to more than one of them, a vector of belonging coefficients $(a_{i,c_1}, a_{i,c_2}, ..., a_{i,c_c}, ..., a_{i,c_{|C|}})$ [7], [11] can be assigned to each node $i$ in the network. A belonging coefficient $a_{i,c}$ measures the strength of association between node $i$ and community $c$. Without loss of generality, the following constraints are assumed to hold:

$$0 \leq a_{i,c} \leq 1 \quad \forall i \in V, \forall c \in C \quad \text{and} \quad \sum_{c \in C} a_{i,c} = 1. \quad (3)$$

Zhang et al. [6] proposed an extended modularity which uses the average of the belonging coefficients of two nodes to measure the quality of overlapping community structure:

$$Q_{ov}^Z = \sum_{c \in C} \left[ \frac{|E_{in}^c|}{|E|} - \frac{1}{2|E|} \left( \frac{|E_{in}^c|}{|E|} + \frac{|E_{out}^c|}{|E|} \right)^2 \right], \quad (4)$$

where $|E_{in}^c| = \frac{1}{2} \sum_{i,j \in c} a_{i,c} a_{j,c} A_{ij}$, $|E_{out}^c| = \frac{1}{2} \sum_{i,j \in c} A_{ij}$, and $|E| = \frac{1}{2} \sum_{i,j} A_{ij}$. For the case of disjoint communities, $Q_{ov}^Z$ reduces exactly to Newman’s modularity ($Q$) given by Equation (1).

Nepusz et al. [7] considered the belonging coefficient $a_{i,c}$ as the probability of the event that node $i$ is in community $c$. Then, the probability of the event that node $i$ belongs to the same communities as node $j$ is the dot product of their membership vectors denoted as $s_{ij} = \sum_{c \in C} a_{i,c} a_{j,c}$. The authors also adopted $s_{ij}$ as the similarity measure between nodes $i$ and $j$. By replacing $\delta_{c_i,c_j}$ in Equation (2) with the similarity measure $s_{ij}$ defined above, they proposed a fuzzified variant of modularity:

$$Q_{ov}^F = \frac{1}{2|E|} \sum_{i,j} \left[ A_{ij} - \frac{k_i k_j}{2|E|} \right] s_{ij} \quad (5)$$

$$= \frac{1}{2|E|} \sum_{c \in C} \sum_{i,j \in c} \left[ A_{ij} - \frac{k_i k_j}{2|E|} \right] a_{i,c} a_{j,c}. \quad (6)$$

In case communities are disjoint, there exists only one community $c$ for every node $i$ with $a_{i,c} = 1$. Then, the fuzzified modularity ($Q_{ov}^F$) reduces to exactly the original modularity ($Q$) described in Equation (2).

Shen et al. [8] proposed an extension of modularity for overlapping community structure with the same definition to Equation (5) but defined the belonging coefficients of node $i$ to be the reciprocal of the number of communities to which it belongs:

$$a_{i,c} = \frac{1}{O_i}. \quad (7)$$

where $O_i$ is the number of communities containing node $i$. Then, the extended modularity for overlapping community structure is given by:

$$Q_{ov}^E = \frac{1}{2|E|} \sum_{c \in C} \sum_{i,j \in c} \left[ A_{ij} - \frac{k_i k_j}{2|E|} \right] a_{i,c} a_{j,c}$$

$$= \frac{1}{2|E|} \sum_{c \in C} \sum_{i,j \in c} \left[ A_{ij} - \frac{k_i k_j}{2|E|} \right] \frac{1}{O_i O_j}. \quad (8)$$

For disjoint community structure, $Q_{ov}^E$ reduces to the original modularity ($Q$) described in Equation (2).

Shen et al. [9] proposed another extension of modularity for overlapping communities with the same definition to Equation (5). In this case, the belonging coefficient of node $i$ to community $c$ is defined as:

$$a_{i,c} = \frac{1}{a_i} \sum_{k \in C} \frac{M_{ik}^c}{M_{ik}} A_{ik}, \quad (9)$$

where $M_{ik}$ denotes the number of maximal cliques in the network containing edge $(i, k)$, $M_{ik}^c$ is the number of maximal cliques in community $c$ that contains edge $(i, k)$, and $a_i = \sum_{c \in C} \sum_{k \in C} \frac{M_{ik}^c}{M_{ik}} A_{ik}$ is a normalization term. The maximal clique is a clique that is not a subset of any other cliques. Then, the extended modularity for overlapping community structure is given by:

$$Q_{ov}^C = \frac{1}{2|E|} \sum_{c \in C} \sum_{i,j \in c} \left[ A_{ij} - \frac{k_i k_j}{2|E|} \right] a_{i,c} a_{j,c}. \quad (10)$$

Note that for disjoint communities, this new extension also reduces to Newman’s modularity shown in Equation (2).

Chen et al. [10] also proposed another extension of modularity with the same definition to Equation (5) but with the belonging coefficient defined as:

$$a_{i,c} = \frac{\sum_{k \in C} A_{ik}}{\sum_{c \in C} \sum_{k \in C} A_{ik}}, \quad (11)$$

where $C_i$ is the set of communities to which node $i$ belongs. It measures how tightly node $i$ connects to community $c$. Consequently, the extended definition of modularity for overlapping community structure is given by:

$$Q_{ov}^O = \frac{1}{2|E|} \sum_{c \in C} \sum_{i,j \in c} \left[ A_{ij} - \frac{k_i k_j}{2|E|} \right] a_{i,c} a_{j,c}$$

$$= \frac{1}{2|E|} \sum_{c \in C} \sum_{i,j \in c} \left[ A_{ij} - \frac{k_i k_j}{2|E|} \right] \sum_{c' \in C} \sum_{k \in C} A_{ik} \sum_{k' \in C} A_{jk}. \quad (12)$$

(12)
Still, for disjoint community structure, $Q^2_{ov}$ reduces to the original modularity given by Equation (2).

Unlike the node-based extensions of modularity presented above, Nicosia et al. [11] proposed an edge-based extension of modularity for overlapping communities. In this case, the belonging coefficients represent how edges are assigned to communities. The belonging coefficient for edge $l = (i, j)$ to community $c$ is $\beta_{l(i,j),c} = F(a_{i,c} a_{j,c})$, where $F(a_{i,c}, a_{j,c})$ could be any function (product, average, or maximum) of $a_{i,c}$ and $a_{j,c}$. After trying several different functions, the authors stated that the best $F$ is a two-dimensional logistic function:

$$F(a_{i,c}, a_{j,c}) = \frac{1}{1 + e^{-f(a_{i,c})/(1 + e^{-f(a_{j,c})})}}, \quad (12)$$

where $f(a_{i,c})$ is a simple linear scaling function $f(x) = 2px - p, p \in R$. In papers [5], [15], $p$ was selected to be 30. Then, the expected belonging coefficient of any edge $l = (i, k)$ starting from node $i$ in community $c$ is given by $\beta_{l(i,k),c} = \frac{1}{\sum_{c \in V}} \beta_{k(i,k),c}$ running over all nodes in the network. Accordingly, the expected belonging coefficient of any edge $l = (k, j)$ pointing to node $j$ in community $c$ is defined as $\beta_{l(j,k),c} = \frac{1}{\sum_{c \in V}} \beta_{k(j,k),c}$. Then, the edge-based extension of modularity is given by:

$$Q^E_{ov} = \frac{1}{2|E|} \sum_{c \in C} \sum_{i,j \in c} \left[ r_{ij} A_{ij} - s_{ij} k_{ij} \frac{k_{ij}}{2|E|} \right]$$

$$= \frac{1}{2|E|} \sum_{c \in C} \sum_{i,j \in c} \left[ \beta_{l(i,j),c} A_{ij} - \beta_{l(i,k),c} k_{ij} \beta_{l(k,j),c} k_{ij} \right], \quad (13)$$

where $r_{ij} = \beta_{l(i,j),c} = F(a_{i,c}, a_{j,c})$ and $s_{ij} = \sum_{k \in V} F(a_{i,c}, a_{k,c}) \sum_{k \in V} F(a_{k,c}, a_{j,c}) / |V|^2$. (14)

In $Q^E_{ov}$, $r_{ij}$ is used as the weight corresponding to the probability of the observed edge $l = (i, j)$, while $s_{ij}$ is used as the weight of the probability of an edge from node $i$ to node $j$ in the null model. Note that although for disjoint communities $F(a_{i,c}, a_{j,c})$ is practically 1 when both $a_{i,c}$ and $a_{j,c}$ are equal to 1, $Q^E_{ov}$ does not exactly reduce to the original modularity given by Equation (2).

Generally, there are two categories of overlapping community structures: crisp (non-fuzzy) and fuzzy [12]. For crisp overlapping community structure, each node belongs to one or more communities but without the corresponding belonging coefficients. That is, the relationship between a node and a community is binary: a node either belongs to a community or it does not. For fuzzy overlapping community structure, each node can be a member of multiple communities, but in general the values of belonging coefficients are different. Fuzzy overlapping can be easily transformed to crisp overlapping with a threshold parameter. Namely, if the belonging coefficient of node $i$ to community $c$ is larger than the value of the threshold, then node $i$ stays in community $c$. Otherwise, node $i$ is deleted from community $c$. Crisp overlapping can be converted to fuzzy overlapping by calculating the value of the belonging coefficient using Equations (6), (8), or (10). However, calculating the belonging coefficient using Equation (8) is computationally expensive since it is first necessary to find all the maximal cliques of the network. Hence, in this paper we only consider Equation (6) and Equation (10) when converting crisp overlapping to fuzzy overlapping.

Now, we give two general definitions, $Q_{ov}$ and $Q^2_{ov}$, for node-based extensions of modularity. First, $Q_{ov}$ is given by:

$$Q_{ov} = \sum_{c \in C} \left[ |E^\text{in}_c| / |E| \right]- \frac{2 |E^\text{in}_c| + |E^\text{out}_c|}{2|E|} \right]^2, \quad (16)$$

where $|E^\text{in}_c| = \frac{1}{2} \sum_{i,j \in c} f(a_{i,c}, a_{j,c}) A_{ij}$, $|E^\text{out}_c| = \sum_{i \in c} \sum_{j \notin c} f(a_{i,c}, a_{j,c}) A_{ij}$, and $|E| = \frac{1}{2} \sum_{i,j} A_{ij}$. The belonging function $f(a_{i,c}, a_{j,c})$ can be the average or product of $a_{i,c}$ and $a_{j,c}$. That is, $f(a_{i,c}, a_{j,c}) = a_{i,c} + a_{j,c}$ or $f(a_{i,c}, a_{j,c}) = a_{i,c} a_{j,c}$. Clearly, $Q_{ov}$ with $f(a_{i,c}, a_{j,c}) = a_{i,c} + a_{j,c}$ is very similar to $Q^2_{ov}$ in Equation (4). Second, $Q^2_{ov}$ is given by:

$$Q^2_{ov} = \frac{1}{2|E|} \sum_{c \in C} \sum_{i,j \in c} \left[ A_{ij} - \frac{k_{ij} k_{ij}}{2|E|} \right] f(a_{i,c}, a_{j,c}). \quad (17)$$

where $f(a_{i,c}, a_{j,c})$ is the same as that in Equation (16). It is worth noting that $Q^2_{ov}$ with the belonging function $f(a_{i,c}, a_{j,c}) = a_{i,c} a_{j,c}$ is actually the same as $Q^2_{ov}$ in Equation (5). $Q^E_{ov}$ in Equation (7), $Q^E_{ov}$ in Equation (9), and $Q^2_{ov}$ in Equation (11). The only difference between these formulas is how the value of $a_{i,c}$ is calculated.

It is easy to prove that $Q_{ov}$ is equivalent to $Q^E_{ov}$ when $f(a_{i,c}, a_{j,c}) = a_{i,c} a_{j,c}$. From the definition of $Q_{ov}$, we know that $|E^\text{in}_c| = \frac{1}{2} \sum_{i,j \in c} a_{i,c} a_{j,c} A_{ij}$ which is in fact the same as the first term of $Q^2_{ov}$. Moreover, it is easy to show that $(2 |E^\text{in}_c| + |E^\text{out}_c|)^2 = \sum_{i,j \in c} k_i k_j a_{i,c} a_{j,c}$. Hence, the second term of $Q_{ov}$ is the same as the second term of $Q^2_{ov}$. Similarly, it can be shown that $Q_{ov}$ is not equal to $Q^2_{ov}$ when $f(a_{i,c}, a_{j,c}) = a_{i,c} + a_{j,c}$.

### III. MODULARITY DENSITY

#### A. Modularity Density for Disjoint Communities

Chen et al. [13], [14] proposed Modularity Density which simultaneously addresses two opposite yet coexisting problems of Newman’s modularity: in some cases, it tends to favor small communities over large ones while in others, large communities over small ones. The latter tendency is known in the literature as the resolution limit problem of modularity [16]. Modularity density mixes two additional components, Split Penalty and the community density, into Newman’s modularity given in Equation (1). Split penalty is the fraction of edges that connect nodes of different communities. Community density includes internal community density and pair-wise community density. The definition of Modularity Density ($Q_{ds}$) for unweighted and undirected networks is given by:

$$Q_{ds} = \sum_{c \in C} \left[ \frac{|E^\text{in}_c|}{|E|} d_c - 2 \frac{|E^\text{in}_c| + |E^\text{out}_c|}{2|E|} d_c \right]$$

$$- \sum_{c \in C} \sum_{c' \neq c} \frac{|E^\text{ds}_{c,c'}|}{2|E|} d_{c,c'}, \quad (18)$$

where $E^\text{ds}_{c,c'}$ is a function which counts the number of edges between communities $c$ and $c'$. Note that $Q_{ds}$ is different from $Q_{ov}$ and $Q^2_{ov}$ because it considers the density of connections within communities as well as the density of connections between communities. This allows for a more nuanced measure of community structure that can capture both the internal structure of communities and the relationships between different communities.
where \( d_c = \frac{2|E^{in}_c|}{|c||c|-1} \) is the internal density of community \( c \), and \( d_{c,c'} = \frac{|E^{in}_{c,c'}|}{|c||c'|} \) is the pair-wise density between community \( c \) and community \( c' \).

B. Modularity Density for Overlapping Communities

According to \( Q_{ov} \) in Equation (16), we extend \( Q_{ds} \) for overlapping community structure as:

\[
Q_{ov} = \sum_{c \in C} \left( \frac{|E^{in}_c|}{|E|} - \left( \frac{2|E^{in}_c| + |E^{out}_c|}{2|E|} \right) d_c \right)^2 - \sum_{c \in C, c' \neq c} \left( \frac{|E_{c,c'}|}{|E|} d_{c,c'} \right),
\]

\[
d_c = \frac{2|E^{in}_c|}{\sum_{i,j \in c, i \neq j} f(a_{i,c}, a_{j,c})},
\]

\[
d_{c,c'} = \frac{|E_{c,c'}|}{\sum_{i \in c, j \in c'} f(a_{i,c}, a_{j,c'})},
\]

where \( |E^{in}_c| = \frac{1}{2} \sum_{i,j \in c, i \neq j} f(a_{i,c}, a_{j,c})A_{ij} \), \( |E^{out}_c| = \sum_{i \in c, j \neq c} f(a_{i,c}, a_{j,c'})A_{ij} \), \( |E_{c,c'}| = \sum_{i \in c, j \in c'} f(a_{i,c}, a_{j,c'})A_{ij} \), and \( |E| = \frac{1}{2} \sum_{i,j} A_{ij} \). Belonging function \( f(a_{i,c}, a_{j,c}) \) can be the product or average of \( a_{i,c} \) and \( a_{j,c} \). For disjoint communities, \( Q_{ov}^{ds} \) reduces exactly to \( Q_{ds} \) given by Equation (18). Notice that we do not extend modularity density based on \( Q_{ov} \) since it is too complicated and far from intuitive.

IV. Evaluation and Analysis

From Subsection II-B, we know that all node-based overlapping extensions of modularity can be expressed with \( Q_{ov} \) in Equation (16) using the belonging function \( f(a_{i,c}, a_{j,c}) = a_{i,c} + a_{j,c} \) or \( f(a_{i,c}, a_{j,c}) = a_{i,c}a_{j,c} \). For the edge-based overlapping extension of modularity \( Q_{ov}^{ds} \), the belonging function is given by Equation (12). For the overlapping extension of modularity density \( Q_{ov}^{ds} \), the belonging function \( f(a_{i,c}, a_{j,c}) \) can also be the average or the product of \( a_{i,c} \) and \( a_{j,c} \). Thus, there are two versions of the belonging function for \( Q_{ov}^{ds} \) and \( Q_{ov}^{ds} \). Therefore, we have \( Q_{ov}^{ds}(average) \) with \( f(a_{i,c}, a_{j,c}) = \frac{a_{i,c} + a_{j,c}}{2} \), \( Q_{ov}^{ds}(product) \) with \( f(a_{i,c}, a_{j,c}) = a_{i,c}a_{j,c} \), \( Q_{ov}^{ds}(average) \), and \( Q_{ov}^{ds}(product) \) with \( f(a_{i,c}, a_{j,c}) = a_{i,c} + a_{j,c} \). For fuzzy overlapping community structures, \( a_{i,c} \) is given for each node \( i \) to community \( c \). For crisp overlapping community structures, we can adopt Equation (6) and Equation (10) to calculate \( a_{i,c} \). Consequently, two versions of the belonging coefficient can be used to convert crisp overlapping to fuzzy overlapping.

We also consider six other community quality metrics: the number of Intra-edges, Intra-density, Contraction, the number of Inter-edges, Expansion, and Conductance [13], [14]. These metrics describe how the connectivity structure of a given set of nodes resembles a community. All of them rely on the intuition that communities are sets of nodes with many edges inside them and few edges outside of them. We also extend these metrics to be applicable to overlapping communities. Two versions of the belonging coefficient and two versions of the belonging function are considered for each metric. For fuzzy overlapping community structure, we define the size of a community \( c \) as \( |c| = \sum a_{i,c} \).

The number of Intra-edges: \( |E^{in}_c| \); it is the total number of edges in \( c \). A large value of this metric is better than a small value in terms of the community quality.

Intra-density: \( d_c \); in Equation (19). The larger the value of this metric, the higher the quality of the communities.

Contraction: \( \frac{2|E^{in}_c|}{|c|} \); it measures the average number of edges per node inside the community \( c \). A larger value of contraction means better community quality.

The number of Inter-edges: \( |E^{out}_c| \); it is the total number of edges on the boundary of \( c \). A small value of this metric is better than a large value in terms of the community quality.

Expansion: \( \frac{|E^{out}_c|}{|c|} \); it measures the average number of edges (per node) that point outside the community \( c \). A smaller value of expansion corresponds to better community structure.

Conductance: \( \frac{2|E^{in}_c|}{|c|} \); it measures the fraction of the total number of edges that point outside the community. A smaller value of conductance means better community quality.

In this section, we compare different choices of the belonging coefficient and the belonging function to be used for \( Q_{ov} \), \( Q_{ov}^{ds} \), and \( Q_{ov}^{ds} \). Then, we try to determine which of the three overlapping extensions of modularity (two kinds of node-based extensions of modularity and the edge-based extension of modularity) is the best. Finally, we consider the best version of \( Q_{ov} \), \( Q_{ov}^{ds} \), and \( Q_{ov}^{ds} \) and determine which one yields the best results for the networks that we are using. The experiments are done with a community detection algorithm called Speaker-listener Label Propagation Algorithm (SLPA) [17] on four real networks which are introduced in the next subsection.

A. Real Networks

Zachary’s karate club network [18]. It represents the friendships between 34 members of a karate club at a US university during 2 years. It has 34 nodes and 78 edges.

American college football network [19]. It represents the schedule of games between college football teams in a single season. It has 115 nodes and 613 edges.

Jazz musicians network [20]. It is a network (198 nodes and 2742 edges) of collaborations between jazz musicians.

PDP network [21]. It is the giant component of the network of users of the Pretty-Good-Privacy (PGP) algorithm for secure information interchange. It has 10680 nodes and 24316 edges in total.

B. Experimental Results

In this subsection, we present the results of performing community detection on four real-world networks described above by using SLPA [17] with threshold parameter \( r \) varying from 0.01 to 0.5. SLPA gets crisp overlapping communities when \( r < 0.5 \) and gets disjoint communities when \( r = 0.5 \). For each value of threshold \( r \), we adopt 10 running samples since the community detection result of SLPA is not deterministic. Then, for the community detection results of SLPA with different values of threshold \( r \) on each of the four networks, we calculate the values of \( Q_{ov}^{ds}, Q_{ov}^{ds}, Q_{ov}^{ds} \) and six community quality metrics with two versions of the belonging coefficient.
and two versions of the belonging function. For a certain value of $r$, the values of all the metrics are calculated as the average of the 10 samples. For convenience, we denote Equation (6) and Equation (10) as the first and the second version of the belonging function. We also denote Equation (6) and Equation (10) as the first and the second version of the belonging coefficient, respectively. We also denote the belonging function and Equation (10) as the first and the second version of the belonging coefficient and which version of the belonging function are the best among the four combinations since there are eight metrics, except $Q_{ov}$, consistent with each other. Tables I-IV show the best value of each metric among the cases with different values of threshold $r$. Notice that for each network, the values of $Q_{ov}$ in the first table are the same as those in the second table and the values of $Q'_{ov}$ in the third table are equal to those in the fourth table. This is because $Q_{ov}$ has its own belonging function shown in Equation (12).

Table I-IV show that the nine metrics with the second version of the belonging function are better since the number of quality metrics consistent with each other on determining the best value of threshold $r$ for SLPA on all the networks.

Tables I-IV, Tables V-VIII, Tables IX-XII, and Tables XIII-XVI present the values of $Q_{ov}$, $Q'_{ov}$, $Q_{ds}$, and the six metrics for the community detection results obtained by running SLPA with threshold $r$ varying from 0.01 to 0.5 on Zachary’s karate club network, American college football network, Jazz musicians network, and PGP network, respectively. For each network, there are four tables corresponding to two versions of the belonging coefficient and two versions of the belonging function. In each of these tables, red italic font denotes the best value of each metric among the cases with different values of threshold $r$. Notice that for each network, the values of $Q_{ov}$ in the first table are the same as those in the second table and the values of $Q'_{ov}$ in the third table are equal to those in the fourth table. This is because $Q_{ov}$ has its own belonging function shown in Equation (12).
determined that the second version of the belonging function is to its communities using equal belonging coefficients. We also concluded that the first version of the belonging coefficient is for SLPA is the largest for all four networks. Thus, we conclude that the first version of the belonging coefficient and the second version of the belonging function are the best among the metrics used in our experiments.

The values of the metrics with the first version of belonging coefficient and the second version of belonging function are the best among the nine metrics with the first version of belonging coefficient and the second version of the belonging function are the best. In conclusion, the nine metrics with the first version of the belonging coefficient and the second version of the belonging function are the best among the four combinations. This is because in this case the number of consistent metrics corresponding to the best value of threshold \( r \) for SLPA is the largest for all four networks. Thus, we conclude that the first version the belonging coefficient is better. It means that for converting crisp overlapping to fuzzy overlapping the belonging coefficient of a node to a community should be the reciprocal of the number of communities in which this node participates. When the relationship between a node and the communities to which it belongs is binary, there is no information about the strength of the membership. In this case, it is intuitive and reasonable to assign a node to its communities using equal belonging coefficients. We also determined that the second version of the belonging function is better. It means that the probability of the event that two nodes belong to the same community should be the product, not the average, of their belonging coefficients to that community. In addition, \( Q_{ov} = Q_{ov}^L \) when \( f(a_{i,c}, a_{j,c}) = a_{i,c}a_{j,c} \) proved in Subsection II-B, which is another way of showing that the second version of the belonging function is much more suitable for use in the metric than the first.

Moreover, for the other three combinations of the belonging coefficient and the belonging function, \( Q_{ov}^L \) is always consistent with major metrics while sometimes \( Q_{ov} \) or sometimes \( Q_{ov}^H \) are not. It follows that \( Q_{ov}^L \) has an advantage over both \( Q_{ov} \) and \( Q_{ov}^H \). Thus, we conclude that for the networks that were used in our experiments \( Q_{ds} \) with the first version of the belonging coefficient and the second version of the belonging function surpassed other metrics quantifying the quality of overlapping community structures. Furthermore, among all overlapping extensions of modularity, we recommend using \( Q_{ov} \) with the first version of the belonging coefficient and the second version of the belonging function for its effectiveness and simplicity.
In this paper, we determined which version of the belonging coefficient and which version of the belonging function are better for measuring quality of overlapping communities. We also showed which extension of modularity performed best on our tests among all overlapping extensions of modularity. Moreover, we proposed an overlapping extension for modularity density based on the overlapping extensions of modularity. We concluded that overlapping modularity density is the best for measuring quality of overlapping community structure.
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TABLE XIII. The values of the metrics with the first version of belonging coefficient and the first version of belonging function on PGP network.

<table>
<thead>
<tr>
<th>SLPA threshold r</th>
<th>0.01</th>
<th>0.05</th>
<th>0.15</th>
<th>0.25</th>
<th>0.35</th>
<th>0.45</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q_{intra}</td>
<td>0.7952</td>
<td>0.8118</td>
<td>0.8158</td>
<td>0.8167</td>
<td>0.8172</td>
<td>0.8186</td>
</tr>
<tr>
<td>Q_{intra}^*</td>
<td>0.3124</td>
<td>0.1428</td>
<td>0.1477</td>
<td>0.1508</td>
<td>0.1555</td>
<td>0.1574</td>
</tr>
<tr>
<td>Q_{intra}^*</td>
<td>0.3592</td>
<td>0.3754</td>
<td>0.3834</td>
<td>0.3905</td>
<td>0.3962</td>
<td>0.4018</td>
</tr>
<tr>
<td>Q_{intra}</td>
<td>2.5624</td>
<td>2.4728</td>
<td>2.4465</td>
<td>2.4226</td>
<td>2.3863</td>
<td>2.3719</td>
</tr>
<tr>
<td>Q_{intra}</td>
<td>1.3203</td>
<td>1.1229</td>
<td>0.9182</td>
<td>0.844</td>
<td>0.7977</td>
<td>0.7326</td>
</tr>
<tr>
<td>Conductance</td>
<td>0.6283</td>
<td>0.2516</td>
<td>0.2367</td>
<td>0.213</td>
<td>0.2073</td>
<td>0.2036</td>
</tr>
</tbody>
</table>

TABLE XIV. The values of the metrics with the second version of belonging coefficient and the first version of belonging function on PGP network.

<table>
<thead>
<tr>
<th>SLPA threshold r</th>
<th>0.01</th>
<th>0.05</th>
<th>0.15</th>
<th>0.25</th>
<th>0.35</th>
<th>0.45</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q_{intra}</td>
<td>0.761641</td>
<td>0.782674</td>
<td>0.789139</td>
<td>0.79193</td>
<td>0.793999</td>
<td>0.795024</td>
</tr>
<tr>
<td>Q_{intra}^*</td>
<td>0.7952</td>
<td>0.8118</td>
<td>0.8158</td>
<td>0.8167</td>
<td>0.8172</td>
<td>0.8186</td>
</tr>
<tr>
<td>Q_{intra}^*</td>
<td>0.3124</td>
<td>0.1428</td>
<td>0.1477</td>
<td>0.1508</td>
<td>0.1555</td>
<td>0.1574</td>
</tr>
<tr>
<td>Q_{intra}</td>
<td>2.5624</td>
<td>2.4728</td>
<td>2.4465</td>
<td>2.4226</td>
<td>2.3863</td>
<td>2.3719</td>
</tr>
<tr>
<td>Q_{intra}</td>
<td>1.3203</td>
<td>1.1229</td>
<td>0.9182</td>
<td>0.844</td>
<td>0.7977</td>
<td>0.7326</td>
</tr>
<tr>
<td>Conductance</td>
<td>0.6283</td>
<td>0.2516</td>
<td>0.2367</td>
<td>0.213</td>
<td>0.2073</td>
<td>0.2036</td>
</tr>
</tbody>
</table>

TABLE XV. The values of the metrics with the second version of belonging coefficient and the first version of belonging function on PGP network.

<table>
<thead>
<tr>
<th>SLPA threshold r</th>
<th>0.01</th>
<th>0.05</th>
<th>0.15</th>
<th>0.25</th>
<th>0.35</th>
<th>0.45</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q_{intra}</td>
<td>0.761641</td>
<td>0.782674</td>
<td>0.789139</td>
<td>0.79193</td>
<td>0.793999</td>
<td>0.795024</td>
</tr>
<tr>
<td>Q_{intra}^*</td>
<td>0.7952</td>
<td>0.8118</td>
<td>0.8158</td>
<td>0.8167</td>
<td>0.8172</td>
<td>0.8186</td>
</tr>
<tr>
<td>Q_{intra}^*</td>
<td>0.3124</td>
<td>0.1428</td>
<td>0.1477</td>
<td>0.1508</td>
<td>0.1555</td>
<td>0.1574</td>
</tr>
<tr>
<td>Q_{intra}</td>
<td>2.5624</td>
<td>2.4728</td>
<td>2.4465</td>
<td>2.4226</td>
<td>2.3863</td>
<td>2.3719</td>
</tr>
<tr>
<td>Q_{intra}</td>
<td>1.3203</td>
<td>1.1229</td>
<td>0.9182</td>
<td>0.844</td>
<td>0.7977</td>
<td>0.7326</td>
</tr>
<tr>
<td>Conductance</td>
<td>0.6283</td>
<td>0.2516</td>
<td>0.2367</td>
<td>0.213</td>
<td>0.2073</td>
<td>0.2036</td>
</tr>
</tbody>
</table>


