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ABSTRACT

Recent biomedical researches usually involve novel combination of molecules. The

goal of the Synergy Project is to facilitate biomedical researchers to find hidden

relation among molecules and their potential collaborators. By gathering the data

of publications from researchers, information such as authors, molecules, research

papers title etc. are stored layer-by-layer in our multi-layer graph network. For each

search focusing on a small set of molecules, the scientists whose research is most re-

lated to these molecules are listed by our algorithms after processing information

within and across the network layers.

In this M.S thesis, we create a website for scientists to enter the list of molecules

they are researching on. We also implement a middleware connecting this website

with frontend interface and backend graph database. Another contribution of this

thesis is a caching and queueing system implemented for concurrent query. For

further increase of access, the middleware is scalable across multiple machines.
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CHAPTER 1

INTRODUCTION

In recent years, there are calls for re-investment in biological research. Instead

of just curing some diseases, the main focus shifts to improving patient care and

their quality of life. Big data processing in biological research is one of the ways

to approach this issue, revealing valuable research directions. The ELIXIR Project

from Europe (Crosswell & Thornton, 2012) and BD2K from National Institutes of

Health(NIH) (Margolis et al., 2014) are examples of applying big data for disease

treatment. On the other side, when facing uncertainty, researchers usually prefer a

”safe” search topic which follows main trend of research of the field.

Smalheiser, Perkins, and Jones (2005) illustrate two extreme situations of establish-

ing collaboration: one is a totally active approach in which both sides are fully in-

volved in the whole research process, taking equal responsibility and receiving equal

credit. The other approach is mostly passive: one side acts as a supplier providing

knowledge and resources and the other side is receiver who started the collabora-

tion. In real world, most collaborations are between these two extremes. These

collaborations could be productive yet are difficult to initiate due to uncertainty

and communication overhead. For the solution, Smalheiser et al. (2005) propose

a set of guidelines defining several levels of engagement of collaboration which can

be a reference for both sides of collaboration. Similarly, our goal is to find possible

collaborations in the spectrum between the two extreme situations from biological

publications.

Since 2003, NIH funding has dropped 23%, resulting in fear of continuous budget

cutting. Scientists are more conservative than ever about initiating innovative yet

risky research (Alberts, Kirschner, Tilghman, & Varmus, 2014). On the other hand,

Portions of this chapter previously appeared as (Konstantin Kuzmin, Xiaoyan Lu, Partha
Sarathi Mukherjee, Juntao Zhuang, Chris Gaiteri, Boleslaw K Szymanski, Supporting Novel
Biomedical Research via Multilayer Collaboration Networks, Applied Network Science, 2016, 1:11)
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journals and grant applications are now having a higher requirement for experimen-

tal support (Vale, 2015). Statistical data from NIH Research Project Grant(R01)

reveals the trend: the number of recipients of R01 funding whose age is over 65

surpasses those under 35. The share of younger recipients’ funding from R01 also

drop from 18% to 3% (Daniels, 2015). These numbers indicates that most of the

research funding flows into existing projects. Only a small portion of the funding is

supporting transformative research (Nicholson & Ioannidis, 2012).

Suggestions have been raised to encourage innovative biomedical research by modify-

ing funding incentives: funding should be distributed over a broader range (Germain,

2015). When peer review cannot judge precisely about the quality of a project, ran-

dom selection could be a good solution (Fang, Bowen, & Casadevall, 2016; Danthi,

Wu, Shi, & Lauer, 2014). However, even if these suggestions are adopted imme-

diately, it may still take as long as a whole generation to alter the current trend.

In contrast, our Synergy tool can reverse the conservative trend efficiently without

requiring researchers to take extra risk. In order to search rational innovative part-

nership, we dive into our multi-layer network generated by publications, authors

and molecules, which has already been shown to gain meaningful scientific findings

(Wuchty, Jones, & Uzzi, 2007). Currently, most of the connections from publi-

cations mapped to popular, well-studied molecules. Less popular ones are rarely

linked (Rzhetsky, Foster, Foster, & Evans, 2015). Thus, trying to explore additional

subjects will be more beneficial than keep focusing on hot topics. Furthermore,

influential researchers are in favor of emerging topics (Uzzi, Mukherjee, Stringer,

& Jones, 2013) and their novel relationship (Foster, Rzhetsky, & Evans, 2016).

Generally, we adjust our molecular network to promote innovation while decreasing

the risk: we recognize and list researchers whose research topics have intersections.

Specifically, if molecule A and B has connection, we conclude it is likely that the

collaboration between researchers of molecule A and B is going to be helpful.

With our molecular network, the selection bias of molecules and the cost of col-

laboration are both reduced. For example, if a person has negative findings with
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a molecule related to cancer, his discovery may be helpful for another researcher

whose major study is schizophrenia. Even if there is no common keyword in the

publications written by these two researchers, we are still able to find the subtle

relationship with our molecular network. Our solution not only utilize the idea of

big data but also avoid historical bias. Along paths in molecular data, rational sci-

entific communities can be constructed and potentials from various researches can

be discovered.

In order to identify innovative collaborations, the molecular interaction network is

merged with authorship network, forming a multi-layer network structure. Next, the

path density between researchers are calculated as collaboration potential. When

new data is added into the multi-layer network, distances among researchers will be

updated, showing new possible collaborations.

The rest of this thesis contains the following content. Relevant previous researches

and publications are described in Related Work. The main architecture of this

project including sources of biomedical data and technical solution for our multi-

layer network are in Synergy Landscapes Architecture. The section of Website

Appearance shows the functionalities of our website. Finally, we summarize our

work with a glimpse towards the future in Conclusion and Future Work.



CHAPTER 2

RELATED WORK

One of our major tasks is to set up collaborative paths among various types

of information such as molecules, publications, authors, etc. (Kuzmin, Gaiteri, &

Szymanski, 2016). We need to find a technical solution that can store and analyse

our multi-layer network. The straightforward way is to store all these information

as node and connections as edges in a graph. We will briefly go through several

existing approaches to build the network and show our choice.

2.1 Multi-layer Networks

De Domenico et al. (2013) states that a multi-layer network is a network that con-

sists of entities of different categories. Each type of entities is stored in a separate

layer with edges connecting to nodes within the same or to other layers. Boccaletti

et al. (2014) describes another type of multi-layer network in which different re-

lationships are represented as layers. In our Synergy network, interactions among

molecules are shown as edges within the layer of molecules.

2.2 Collaboration Networks

The earliest work on collaboration network was done by Newman (2004). Each

scientist is represented as a node. An unweighted edge between two scientists rep-

resent their relationship as co-author. There are various studies and calculations

about this type of network such as average distance between two scientists, distri-

bution of edges, centrality measure, etc (Newman, 2001a; Newman, 2001b).

Bian et al. (2014) takes one step further into the study of collaboration network. In

their scheme, edges between scientists are weighted with collaborative grants. Thus

Portions of this chapter previously appeared as (Konstantin Kuzmin, Xiaoyan Lu, Partha
Sarathi Mukherjee, Juntao Zhuang, Chris Gaiteri, Boleslaw K Szymanski, Supporting Novel
Biomedical Research via Multilayer Collaboration Networks, Applied Network Science, 2016, 1:11)

Sections 2.5 and 2.6 constitute original contributions of the author of the thesis.
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the most important scientist in a co-authorship can be found with some centrality

measures or ranking methods. Moreover, Random Walk with Restart(RWR) algo-

rithm can be used to detect new collaborations. One of the weakness of this scheme

is connections between scientists who do not collaborate but work on similar topics

cannot be identified.

In Guimera, Uzzi, Spiro, & Amaral’s model of collaboration network (2005), there

are two types of members in a team: newcomers and incumbents. Studying distri-

bution of edges can tell us a team’s characteristic, such as diversity and degree of

innovation. In such network, a large cluster is formed by small clusters, reflecting a

large social and professional connection.

2.3 Heterogeneous Information Networks

Informally, a Heterogeneous Information Network(HIN) is a network consisting of

different types of nodes and edges. HINs are widely used in all kinds of subjects and

fields. The major difference between multi-layer network and HIN is HIN emphasizes

the different relationships among nodes. In the past several years, works on major

topics such as link prediction, ranking, entity matching, etc. have been done in the

context of HINs.

2.4 Ranking Methods

We need to use ranking algorithms to recommend users with a list of potential col-

laborators. One of the popular ranking algorithm in this field is PageRank (Page,

Brin, Motwani, & Winograd, 1999) with random walk: A surfer starts from a ran-

dom node, traveling between nodes from their out-going edges. When the surfer

goes to some sink, nodes with no out-going edges, the surfer jumps to some random

node and continue traveling. After the desired number of rounds/steps are reached,

the algorithm stops and the importance of each node is represented as the proba-

bility of being visited by surfer.

The major disadvantage of applying PageRank algorithm on our network is the
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execution speed. It cannot guarantee to finished in limited time. Thus we use

matrix factorization algorithm instead. This algorithm factorizes the adjacency

matrix of a large graph. The resultant matrices store the attribute vector of one

node. By calculating the dot product of these resultant matrices, we can compare the

similarity of two nodes and use this information for recommendation. In practice, we

can generate fast recommendation by storing intermediate result of the algorithm.

2.5 Reverse Proxy (Nginx, n.d.-a)

A reverse proxy is part of the server that redirects requests from clients or other

parts of the server to an appropriate location. There are multiple advantages of

deploying a reverse proxy in our network. Load balancing: in the scenario where

multiple servers are running in the backend, the reverse proxy can track the running

status of each server, distributing tasks efficiently thus maximize the overall capacity.

When some of the web servers crash, reverse proxy can detect and skip the erroneous

machines, ensuring the whole system does not get out-of-service. Security: reverse

proxy is the only ”bridge” between internal servers and clients to and from the

Internet. The topology details and identity of internal servers are hidden from

clients. To further increase security, ones can set up access control within reverse

proxy or map it to a firewall server. Caching and accelerating: reverse proxy can

be used to cache network traffic. It can also compress the data from inbound and

outbound traffic to save bandwidth.
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2.6 Locally Distributed Web Server

Figure 2.1: Architecture of a Locally Distributed Web Server (Cardellini,
Casalicchio, Colajanni, & Yu, 2002)

Similar to Moore’s Law (Moore, 1998) which states that for integrated circuit, the

number of components is doubled every 18 months, the need for network bandwidth

is also growing at a similar, if not higher, speed. Workload for many web services is

far over the processing capacity of a single machine. A scalable web system across

multiple machines is designed for handling the excessive workload. A simple model

suggested by Cardellini et al. (2010) is to deploy multiple identical web servers with

a single virtual interface holding the HTTP Address for access from Internet. Our

project uses a reverse proxy as virtual interface.



CHAPTER 3

SYNERGY LANDSCAPE ARCHITECTURE

All parts of Synergy Project follow a modular design. All components including web

interface, middle-ware, searching algorithms and database, are highly independent

from one another. A self-defined, standardized protocol is used for communication

among these components. Such architecture reduces the overall complexity and is

scalable and extensible.

3.1 General System Organization

Figure 3.1: System Organization of Synergy

The structure of our Synergy network is shown above in Figure 3.1. The HTTP ad-

dress of our website is hosted by the reverse proxy. When a user initiates a search,

the request is sent to our reverse proxy first. Once the reverse proxy checks its

validity, the URL of the request is re-written and redirected to our web server. The

web server extracts keywords from the request and gives them to the middle layer

Portions of this chapter previously appeared as (Konstantin Kuzmin, Xiaoyan Lu, Partha
Sarathi Mukherjee, Juntao Zhuang, Chris Gaiteri, Boleslaw K Szymanski, Supporting Novel
Biomedical Research via Multilayer Collaboration Networks, Applied Network Science, 2016, 1:11)

Sections 3.1, 3.3, 3.4, 3.5 and 3.7 constitute original contributions of the author of the thesis,
any portions of this chapter previously appeared in the above paper were written by the author.
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with ranking algorithm. The middle layer communicates with the graph database

and computes the result set.

After the computation is finished, the middle layer sends data back to the web

server. The web server renders the data into human-readable web page and finally

sends it back to user through the proxy.

We choose Nginx (Nginx, n.d.-b) as our reverse proxy. Nginx is a open sources server

software written in C. Its stability, high performance and low resource consumption

makes it suitable for doing simple tasks such as redirecting and forwarding requests.

Besides, static contents such as pictures, CSS file, etc. from our website are also

served by this reverse proxy, leaving our web server only for dynamically generated

content. In real network traffic, a HTTP request may be split into several packages

when being transmitted on Internet. The asynchronous, event driven model of Ng-

inx has advantage in processing these fragmented packages, reducing the network

traffic overhead. Lastly, Nginx can also be deployed for load-balancing which is

necessary for the scalability of our project.

We use Tomcat (Apache Software Foundation, n.d.) as our web server. Tomcat is

a open source implementation of Java Servlet from Apache Foundation. Since the

programming language for the middle layer is also Java, data exchange between web

server and middle layer is convenient: conversion of data structures is not need.

3.2 Data Storage

The selection for data storage scheme is critical for the Synergy project. Almost ev-

ery function and operation involves the use of these data. We need to download the

data from source and re-organize it into our multi-layer graph network. For query

processing, we fetch all the relevant data in our local database before conducting

our algorithms.

By referencing some studies (Miller, 2013; Angles, & Gutierrez, 2008; Vicknair et
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al., 2010), we found that a graph database meets all of our requirements. It is able to

naturally represent graph networks while providing efficient access and modification.

We choose Neo4j graph database as our storage subsystem. It is a popular solution

with active community of users. Neo4j provides a convenient programming model

as well as a robust query model, supporting both native and RESTful call. The

community edition of Neo4j is free of charge.

3.3 Queuing and Caching System

Solving a query is computational intensive and needs massive amount of memory.

A typical query takes around one and a half minute to process an occupies around

800MB of RAM. It is unrealistic to execute all incoming queries in real-time. Thus

we design a queuing and caching subsystem in order to relieve the server’s pressure

and enhance overall efficiency.

public LinkedBlockingQueue<Str ing> workingQueue ;

public ConcurrentHashMap<Str ing , Status> cacheTable ;

public enum Status { OK, UPDATING }

Data Structures and Enumeration Type

We implement a first-in first-serve task queue, processing queries one by one. Each

task is identified by the list of molecule names, sorting in alphabetical order. Such

as if the user searches for molecule ”TREM2” and ”INPPL1”, the task identifier

will be ”INPPL1TREM2”. The status of a task in working queue is synchronized

with the record in cache table.

The HashMap ”cache table” is for managing cache files. The key of this map is

the same as task identifier in working queue while the value is either ”OK”, or

”UPDATING.” Every time we finish computing a query, the status of this query is

marked as ”OK” in cache table and the result with rendered web page is saved as a
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single HTML file in the Cache Folder. The naming of the cache file is similar to the

naming in task queue. Besides, we hash the name string and append a timestamp

to the hashed string. Below is an example:

INPPL1TREM2
MD5−−−→ fec45b0a9cb0b0ae6f9913d3b304555d

AppendT imestamp−−−−−−−−−−−→ fec45b0a9cb0b0ae6f9913d3b304555d 1488442245.html

After receiving user’s query, the server firstly checks if cache is available and the

cache is within the expiration time. If either of the condition is not met, the query

will be added to working queue and the corresponding entry in cache table will be

marked as ”UPDATING”.

Tomcat works in a multi-thread model: each incoming connection is handled by a

thread. As the working queue and cache manager are public to all threads, we use

the concurrent version of corresponding data structures to avoid racing condition.

3.4 API Warpper

In the early version of Neo4j Graph Database, the only way to access data re-

motely is through RESTful API. The query statement need to be packed into a

JSON(JavaScript Object Notation) format (”Introducing JSON”, n.d.) first. The

packed JSON object need to be further packed into a HTTP POST request with

authentication pair as well as some other information as header. In order to facil-

itate the calling process and enhance security, these procedures are warped into a

single function. The input is simply the query statement. The output is a JSON

Object in String obtaining a response sent from Neo4j.

public St r ing executeQuery ( S t r ing input ) throw Exception ;

Warped Databese Query Function
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3.5 User Registration

Beside search, a user can register to our website to enable some extra functionalities.

Currently, a registered user can save lists of molecules he is interested in. When

visiting with our website in the future, a search can be performed in one click.

3.6 Multi-layer Network Organization

The first layer is for molecules. Each node represents one molecule with a list of

aliases. Edges indicate the already known relationship between the pair of molecules.

Note that some molecules are indirectly linked to each other through other layers.

In order to keep the flexibility of our network, we do not connect these molecules

explicitly but these indirect relationships are still being considered while running

our algorithms.

The second layer is for publications. Each node represents one publication. Cur-

rently, we use PubMed (PubMed, n.d.) database as sole source. When adding a new

node to this layer, firstly we check the keywords and meta-data of the publication,

finding all molecules that are mentioned and set up corresponding edges between

molecules and this node.

The third layer is for authors. Each node represents one author. When adding

publications into our multi-layer network, author information is extracted from pub-

lications and then insert into this layer and linked to the corresponding publications.

Right now our network has three layers while there is no edges within the layer of

publication or the layer of author. This is because the relations between publications

and relations between authors cannot be deduced from publication data exclusively.

However, we have vertical edges across layers that connect all these entities together.

Figure 3.6 shows the edges and neighbors from different categories that are related

to molecule ”TREM2”.
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Figure 3.2: Molecule TREM2 and its neighboring molecules, authors and
publications

Our multi-layer network is flexible and extensible. With additional sources of data,

new layer can be created, providing extra search options for users. For example, we

can add a layer of disease in which each node stands for one disease with cross-layer

edges connecting to molecules. Thus we can provide a search option for searching

researchers that work on the same disease through cross-layer edges.
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3.7 Web Server Implementation

The entire software written for the web interface and middleware is organized into

three parts: web pages displayed to the user interacting with the system, web server

middleware and script for server setup and configuration.

Web page is implemented with HTML as well as JavaScript and CSS. The web

interface is designed with HTML. The style of all types of elements in web pages

such as button, panel, font, color, etc. is specified with CSS. Some complicated

animations and pre-processing of input are done with JavaScript.

As the number of web pages grows, it is very usual that some maintenance problems

may occur such as bad links, inconsistency of styles, etc. In order to avoid these

issues, firstly, for the hyperlinks between web pages we use relative URL instead of

absolute URL.

http ://www. cs . r p i . edu/ synergy / some page . html

/ synergy / some page . html

Difference between absolute URL and relative URL

In the case when the folder directory changes, we can still reach the correct location

by performing URL Rewrite with our reverse proxy.

We introduce modular design into the web page implementation. Instead of coding

in the traditional way which is placing everything in a web page into a single file, we

create separate files for each web page component. All web pages share a common

CSS style sheet, JavaScript function list and navigation bar are stored as styles.css,

func.js and navigation bar.html. When user open a page of our website, these com-

ponents are sent back to user and are combined in web browser.



15

For users query, input is firstly recorded with a HTML Form and then is translated

into a HTTP GET request and is sent to our web server. The following is an example

of searching molecule named TREM2 using normalized pagerank algorithm:

GET / synergy / post query /? s ea r ch type=pagerank&

mol name=TREM2&mode=1&mol names= HTTP/1 .1

Host : www. cs . r p i . edu

GET Request Header for the search

Note: mode=1 is a defined value for normalized sorting.

All the user’s queries are sent with GET request while requests related to user,

for example user login and user register, are sent with POST method, since POST

method has a higher security level than a GET method. The following is an request

for user registration. The user name is test03 and password is 789.

POST / synergy / post query / HTTP/1 .1

Host : c s . r p i . edu

ac t i on=u s e r r e g i s t e r&username=t e s t 0 3&password=789

POST Request Header for User Registration

We use cookie to record the status of a login user. The cookie consists of two parts,

the first part is a unique encrypted identifier for the user and the second part is the

expiration date of this cookie. The default timeout is 1800 seconds. If there is no

action for 30 minutes, the user will be logout automatically. The following is an

example of a cookie:
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l o g i n t o k e n =63a8e2de56aa98b60c1461366848f87 ;

Expires=Fri , 13−May−2016 01 : 45 : 11 GMT; Path=/

Cookie Given to a Login User

Every incoming request is warped as a class called HttpServletRequest in Tomcat.

If the incoming request is a GET request, method doGet() will be invoked. If the

incoming request is a POST request, doPost() will be invoked.

protected void doGet ( HttpServ letRequest request ,

HttpServletResponse re sponse )

throws Serv le tExcept ion , IOException ;

protected void doPost ( HttpServ letRequest request ,

HttpServletResponse re sponse )

throws Serv le tExcept ion , IOException ;

Two Entry Functions in Server Code
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Figure 3.3: Flow Chart of doGet() and doPost() Function
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The Nginx reverse proxy is the only bridge connecting the Internet and our web

server. The following script specify the behavior of our proxy:

. . . . . .

l i s t e n 2826 d e f a u l t s e r v e r ;

l i s t e n [ : : ] : 2 8 2 6 d e f a u l t s e r v e r ipv6only=on ;

l o c a t i o n / {

t r y f i l e s $u r i / =404;

root / var /www/html ;

index index . html index . htm ;

}

l o c a t i o n / post query / {
proxy pass http : / / 1 2 7 . 0 . 0 . 1 : 8 0 8 0 / Synergy/q ;

}
. . . . . .

Configuration Script for Nginx(Part)

Since our server machine is physically located in RPI’s internal network, the first part

set up the connection between RPI’s router(the Internet) and this proxy. The second

part specifies the directory allowed to access. This directory contains styles.css,

func.js as well as other public static resources. The third part sets up the connection

between the user and our web server for processing dynamic requests such as queries,

user logins, etc.



CHAPTER 4

WEBSITE APPEARANCE

At this stage, our website (Rensselaer Polytechnic Institute, n.d.) accepts a sin-

gle molecule name or a list of molecule names as input. The output is a list of

researchers ranked by the relevance of the input molecule name(s). According to

our algorithms, names appearing in the front have higher possibilities to become

potential collaborators with the user.

Figure 4.1: Main Page

This chapter constitutes original contributions of the author of the thesis, any portions of
this chapter previously appeared as (Konstantin Kuzmin, Xiaoyan Lu, Partha Sarathi Mukherjee,
Juntao Zhuang, Chris Gaiteri, Boleslaw K Szymanski, Supporting Novel Biomedical Research via
Multilayer Collaboration Networks, Applied Network Science, 2016, 1:11) were written by the
author.
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There are two algorithms available: page rank algorithm and publication count al-

gorithm. Each of them has two sub-options. For the page rank algorithm the result

set can be sorted in either normalized or non-normalized way; for the publication

count algorithm, the result set can be sorted in normalized or hyper- geometric way.

Figure 4.2: Waiting Page

Once the server receives user’s request, user will be redirected to a waiting page.

This page checks update with server every 5 seconds until the result is finished.
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Figure 4.3: Search Result Page

The screenshot above is the result set of INPPL1, using publication count algorithm.
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Figure 4.4: Registered User’s Profile Page

The above screenshot is the interface of editing list of interested molecules for a

registered user.



CHAPTER 5

CONCLUSION AND FUTURE WORKS

The Synergy Project composes a tool for finding innovative collaboration between

researchers by investigating inside of our multi-layer network. It satisfies the public

need for novel research topics while reduces risk for individual researchers.

For the future work, besides published data, it is also beneficial to include unpub-

lished materials, such as preliminary finding, negative result on certain molecule,

etc. into our multi-layer network. These data could be a valuable reference for

researchers working in similar field. It is unlikely we can find such a source of

data directly online. However, we can manually collect these information from our

registered users by providing them an interface for upload.

Figure 5.1: Extended Web Server Organization

For the current implementation, we have one instance of web server and the middle

layer is integrated as part of the web server. Related setting of extending our web

server into a local distributed server group is already finished as part of this thesis

Portions of this chapter previously appeared as (Konstantin Kuzmin, Xiaoyan Lu, Partha
Sarathi Mukherjee, Juntao Zhuang, Chris Gaiteri, Boleslaw K Szymanski, Supporting Novel
Biomedical Research via Multilayer Collaboration Networks, Applied Network Science, 2016, 1:11)

Figure 5.1 and the chapter text following this figure constitute original contributions of the
author of the thesis.
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and can be applied at once for future needed.

A new communication protocol called Bolt (Nigel Small and Stefan Plantikow, 2016)

has been released for Neo4j graph database recently. Comparing to the RESTful

API we are using right now, Bolt is a binary protocol and has direct support for Java.

We expect that by switching the protocol, the Synergy system will benefit from 20

percent increase in the speed for processing query. Another good subject for future

work is introducing some automatic stress testing tools for Synergy server. Such

a tool would enable users to verify scalability and stability of the Synergy design

and find potential bottlenecks of the system under heavy load. This tool would

also enable the users to optimize the overall Synergy performance for a specific

application.
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