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ABSTRACT

We study models of opinion formation on static as well as dynamic networks where interaction among individuals is governed by widely accepted social theories. In particular, three models of competing opinions based on distinct interaction mechanisms are studied. A common feature in all of these models is the existence of a tipping point in terms of a model parameter beyond which a rapid consensus is reached.

In the first model that we study on a static network, a node adopts a particular state (opinion) if a threshold fraction of its neighbors are already in that state. We introduce a few initiator nodes which are in state ‘1’ in a population where every node is in state ‘0’. Thus, opinion ‘1’ spreads through the population until no further influence is possible. Size of the spread is greatly affected by how these initiator nodes are selected. We find that there exists a critical fraction of initiators $p_c$ that is needed to trigger global cascades for a given threshold $\phi$. We also study heuristic strategies for selecting a set of initiator nodes in order to maximize the cascade size.

The structural properties of networks also play an important role in the spreading process. We study how the dynamics is affected by changing the clustering in a network. It turns out that local clustering is helpful in spreading.

Next, we studied a model where the network is dynamic and interactions are homophilic. We find that homophily-driven rewiring impedes the reaching of consensus and in the absence of committed nodes (nodes that are not influenceable on their opinion), consensus time $T_c$ diverges exponentially with network size $N$. As we introduce a fraction of committed nodes, beyond a critical value, the scaling of $T_c$ becomes logarithmic in $N$. We also find that slight change in the interaction rule can produce strikingly different scaling behaviors of $T_c$. However, introducing committed agents in the system drastically improves the scaling of the consensus time regardless of the interaction rules considered.

Finally, a three-state (leftist, rightist, centrist) model that couples the dynamics of social balance with an external deradicalizing field is studied. The mean-field
analysis shows that for a weak external field, the system exhibits a metastable fixed point and a saddle point in addition to a stable fixed point. However, if the strength of the external field is sufficiently large (larger than a critical value), there is only one (stable) fixed point which corresponds to an all-centrist consensus state (absorbing state). In the weak-field regime, the convergence time to the absorbing state is evaluated using the quasi-stationary (QS) distribution and is found to be in good agreement with the results obtained by numerical simulations.
CHAPTER 1
Introduction

Social systems, despite lying outside the domain of traditional physics, have been of great interest to statistical physicists. The framework offered by statistical physics and network science allows us to investigate the dynamics of social systems using simplified yet insightful models. For example, in the case of binary opinions, one can envision the Ising model of spin systems as a model for opinion evolution in social systems. An individual’s opinion, is thus represented an individual spin state and the ordered state of opinions (consensus) can be modeled as ferromagnetic ordering in the Ising model [1]. Systems composed of a large number of socially interacting constituents, exhibit macroscopic properties which can be understood in terms of local microscopic interactions, similar to systems studied in traditional statistical mechanics subject to physical interactions. However, the driving forces of social dynamics are quite different in nature from the forces governing the dynamics of interacting particles in physical systems. Social dynamics is usually driven by forces such as influence [2], homophily [3], reciprocity [4], structural balance [5] etc. Specifically, study of evolution of opinions (opinion dynamics) is also governed by the same set of driving forces. Typically, attainment of an ordered state (‘consensus’ in the context of opinions) and question of how the system evolves from an initial disordered (multiple competing opinions) are of particular interest in such interacting systems.

One of the simplest models of opinion dynamics is the voter model [6,7]. According to this model, every node in the system can be in one of the two possible states and at each time step a random node is selected which copies the state of one of its random neighbors. The only absorbing states (consensus) of the system under this model are when all nodes adopt one state or the other. Once every node adopts the same state, the dynamics freezes. For a finite system, consensus is always reached in this model. On regular topologies, the consensus is reached by coarsening if the dimensionality of the system $d \leq 2$, while for $d > 2$ consensus is reached only
by fluctuation [2].

The voter model has been studied with a number of modification and on various network topologies [2] as well as on adaptive networks [8]. In the case of regular networks, the order in which a node and its neighbors is selected, does not make any difference. However in networks with heterogeneous degree distributions, the order in which they are selected becomes important due to the fact that high degree nodes are more likely to be the neighbors of the initially chosen node. In this work, we will discuss the effect of selection order for a slightly different model in Chapter 3.

A Naming Game (NG) model studied by Baronchelli et al. [9] describes the agreement dynamics in a system where each node possesses a list words associated to objects. The model in a somewhat simplified and crude fashion, describes the formation of languages. Upon interaction, a user (chosen as speaker) speaks a word for a particular object from its list of words (vocabulary) for that object to the listener. If the speaker’s list happens to be empty at that time then it invents a new word for the object. The listener adds to its vocabulary the spoken word if it does not have the word. If the listener already has the same word in its list of words for that object then they both (speaker and the listener) keep that word for the object while deleting all other words for that object. The authors, starting from a completely empty vocabulary for each node, show the existence of a disorder/order transition where a consensus state is reached eventually.

A simpler case of the above model where number of possible words are restricted to two (A or B), has been applied to study systems of two competing opinions (binary agreement model) [10,11]. Under this simplification, each node can either be in one of the two opposite opinion states (A or B) or in an intermediate state (AB). Thus, for this model, a node changes its from A to B (or B to A) by passing through an intermediate state AB. Hence, as opposed to the voter model, in the binary agreement model individuals have some inertia to change their state. Introduction of this intermediate state affects the dynamics significantly. For the complete graph (where every node is connected with every other node), the time to reach consensus scales logarithmically with system size [12] whereas it scales linearly
with system size in the voter model dynamics [2].

The focus of this work is to describe how opinions evolve in a social network (a network of individuals connected by links representing interpersonal relations) where microscopic interactions among nodes are prescribed by a set of dynamical rules consistent with widely accepted fundamental social theories. In particular, a few interaction mechanisms (thought to drive the social dynamics) are considered while modeling the opinion dynamics. Typically each node in the network is assigned an ‘opinion state’ (which is usually discrete but can also be continuous as in [13]) and starting from an arbitrary opinion distribution the system’s evolution is studied. Although the actual dynamical process may vary from one model to another, which we will discuss in the following chapters, the models studied in this thesis show the existence of a tipping point – a critical value of a model variable – such that the system displays strikingly different behavior above and below the tipping point.

The first model that we discuss (Chapter 2) is the threshold model [14–17] in which a node turns active if a sufficient number (greater than the adoption threshold of the node) of its neighbors are already active. It is one of the simplest models that captures the dynamics of adoption of behavior and to some extent it is similar to Susceptible-Infected-Susceptible or contact-process like models [18–27]. The model is inherently asymmetric as when two nodes interact only the inactive node becomes active (adopts the new behavior) thus resulting in a spread like dynamics. Although studied mainly in the context of adoption of new behavior or information flow [16,28], the model can well be applied to the dynamics of opinion change [29]. For a single initiator (i.e. initially active node), or vanishingly small set of initiators, previous studies [16,29,30] found that if the adoption threshold of the nodes (which is same for all nodes) large enough, spread is only minuscule. In this study we find that large spread (global cascades) can be achieved if the number of initiators is greater than a critical fraction which we identify as the tipping point for multiple initiators. By introducing a fraction of initiators larger than the critical fraction global cascades can be triggered in the system.

An important application oriented goal of the study of spreading processes is to attain a maximum spread size (or minimum depending upon the problem). In
this context not only the fraction but also the particular choice of these initiators plays an important role in the spreading process. In Ref. [31, 32] authors studied greedy and scalable maximization algorithms for selecting initiators. However in these studies the initiator fraction is small [O(1)] and does not explore the regime where a critical initiator fraction is required to trigger cascades. In contrast, our approach to selection strategy for initiators is heuristic. Three strategies for selecting initiator nodes are compared and we find that selecting initiators by their degree (highest first) works best.

Structural properties of the network significantly affect the dynamics occurring on it [11, 30, 33, 34]. The role of network topology, clustering and community structure in particular, for the threshold dynamics for a small initiator fraction is studied in [30, 33]. They found that local-clustering (high density of triads) in the network facilitates spreading. In Ref. [35], the threshold model dynamics has recently been studied on multiplex networks (multiple interdependent networks [36–38]). The authors discover that due to the coupling among different networks, it is possible to facilitate spreading and trigger cascades in the network layers which may otherwise (in the absence of multiplexity) not be susceptible to global cascades. In this thesis, we study the threshold dynamics on an empirical high-school network [39] and a few randomized versions of this network. The results imply (consistent with earlier findings [30, 33]) that clustering facilitates spreading even in the case of multiple [O(N)] initiators.

The next opinion formation model described in this thesis (Chapter 3) is driven by homophily [3, 40]. The underlying idea of homophily is that individuals tend to form social relations with those who are similar to them. Axelrod [41] studied a model of cultural evolution in which, an individual’s state is represented by a set of cultural features or attributes and each of these attributes can take a value from a set of available traits for that attribute. According to this model, when two nodes interact, with probability proportional to their similarity, one of them adopts a cultural trait from the other and thus increasing their mutual similarity. Interactions among the nodes lead to formation of multiple cultural regions. The number of stable cultural regions strongly depends on initial conditions, for example the number of
attributes and the number of possible traits per attribute. This model addresses the question of why cultural differences persist despite the fact that interaction among individuals tends to make them more similar.

The model studied in Chapter 3 is similar in spirit to the Axelrod model. However, in our model the interaction network is considered to be dynamic i.e. the links evolve in time. Thus, in this model the network topology coevolves with opinion updates. In addition to the models described in Refs. [42–47], previously studied models of coevolution of structure with states of the nodes include a voter model on adaptive network with a tunable rewiring probability by Nardini et al. [8]. In this model, competing effects of influence and rewiring result in an exponentially long convergence time. In [48, 49], authors study the dynamics a voter in a two-party system and observe the existence of metastable states in addition to consensus state. An Axelrod-like [41] model with rewiring was studied by Vazquez et al. [50] (A similar model was also studied in Ref. [51]). This is very closely related to our model which also happens to be a variant of the Axelrod model. The main feature that distinguishes our model from the rest is the introduction of committed nodes. Committed nodes (or agents) are rigid in their opinion and can not be influenced to change it [52–62]. Commitment is an important aspect of minority influence where a consistent minority population influences the majority to adopt a new idea or behavior [63]. Real world examples of minority influence in history include the American Civil Right Movement and the Suffragette Movement. The effect of committed nodes have been studied extensively [1, 10, 64–66] on static networks. These studies find the existence of a critical committed fraction (tipping point) such that the system is characterized by metastability when the committed fraction is below a critical value.

Our model studies the effect of homophily, coevolution, and the role of committed nodes on opinion evolution simultaneously. In our model, just like in the Axelrod model, the state of a node is described by a set (or a vector) of attributes (which can take values from a set of traits) and the opinion of an individual is also plays the role of one of its attributes. This allows us to compute the similarity between two nodes. Nodes can influence other nodes if they are compatible (satisfy a similarity
threshold) and in turn become more similar or rewire randomly if they happen to be incompatible. Committed nodes can influence and get influenced by other nodes on any attribute except their opinion on which they stay uninfluenceable.

The time taken to reach consensus in this model diverges exponentially with system size due to the competition between influence and rewiring. A similar divergent behavior is also observed in [8]. However, this divergence in the consensus time disappears and the scaling of the consensus time becomes logarithmic with system size when a fraction of committed nodes above a critical value are introduced [67]. As found in [8], the selection order of influencer and adopter nodes in dynamical rules of the model is important in this case and with slight change in the rules a different scaling behavior of consensus time is observed. But introduction of committed nodes drastically improves the consensus time regardless of the selection order considered.

Another key driving force of social dynamics is structural balance (or social balance) [5]. The basic conditions of the theory of social balance are: (i) a friend of my friend and an enemy of my enemy is my friend, and (ii) a friend of my enemy and an enemy of my friend is my enemy. In order to be labeled ‘balanced’ a triad of nodes must satisfy these conditions [68]. In other words, social balance describes the tendency of individuals to like what their friends like (and enemies dislike) and dislike what their friends dislike (and enemies like) [69]. In a network where links can be classified as friendly or unfriendly, a triangle containing an odd number of negative links (one or three) is, by definition, unbalanced. According to the balance theory, these unbalanced triangles have a tendency to attain a balanced configuration. The balancing dynamics in a social network drives it to a balanced state by updating the states of the unbalanced triangles. The theory of social balance is particularly useful in study of international relations. Antal et al. in [70] illustrated how the evolution of the European alliance in the late 19th century and early 20th century was motivated by structural balance. A study [71] validates the idea of social balance by monitoring the links connecting the nodes in a network of players in a multiplayer online game. Imbalance in social networks can also be thought of in terms of (social) energy where unbalanced triads occupy higher energy states than the balanced ones.
The role of the balancing dynamics, thus, is to drive the system to a minimum energy state (analogous to minimization of energy). Certain (balanced) configurations of triads are energetically favored. Marvel et al. studied the energy landscape of social balance in the context of fully-connected networks containing negative as well as positive links and demonstrated the existence of local minima (jammed states) of varying levels in the landscape.

These studies focus on the states of the links (positive or negative) and treat them as independent of the states of the nodes. In the model that we study (Chapter 4), the states of the links are coupled to the states of the nodes i.e. the nature of a link depends on the opinion-states of the nodes at its ends. Specifically, we consider a three-state (leftist, rightist, centrist) model in which a link between two extreme opinions of opposite kind (between leftist and rightist) is negative. Three-state opinion models have been analyzed in the context of influence [10,72,73]. However, the main goal of our model is to study the effect of an external moderating field, which persuades the nodes holding radical viewpoint (extreme opinion) to adopt a centrist view, with some predefined probability (equivalently the strength of the field), on the concurrent balancing dynamics in the network in which nodes update their states to balance the triads that they are part of.

In contrast to the models considered in Chapters 2 and 3, this model takes into account triadic interactions. The system, under this dynamics shows a consensus state and a metastable fixed point separated by a saddle point [10]. Using the mean-field analysis, it is shown that the metastability in the system is removed if the strength of the field is greater than a critical value. In this strong field regime, the system only possesses only one fixed point—the consensus state where every node adopts the centrist opinion.
CHAPTER 2
Threshold-limited spreading with multiple initiators

Adoption of a new behavior by a node is strongly affected by its neighborhood. It has long been known through empirical studies that in a population of socially interacting individuals where each individual node holds an opinion from a binary set, a small fraction of initiators holding opinion opposite to the one held by the majority can trigger large cascades and eventually result in a dominant majority holding the initiators’ opinion. Some recent studies have investigated such phenomena in the context of the adoption of scientific, cultural, and commercial products [74, 75].

A study (Ref. [15]) was performed on groups of participants where each participant had to choose between two alternatives to predict which alternative the majority of the participating population chooses. Each individual in this population was assigned a fixed number (four) of connections (neighbors). After first round of making a choice, the participants were allowed to discuss which of the alternatives their neighbors chose through exchange of emails and given a chance to revise their initial opinion. The results this empirical study showed that individuals (who initially hold one of the two possible opinions) are very likely to change their opinion to the opposite opinion if the number of their interacting neighbors holding the opposite opinions is greater than a certain number (two out of four neighbors).

One of the simplest models that captures adoption dynamics, irrespective of context, is the threshold model [14, 16, 28, 30]. According to the threshold model, an individual changes its opinion only if a critical fraction of its neighbors have already adopted the new opinion. This required fraction of new adoptees in the neighborhood is designated the adoption threshold [14, 15]. Here, we denote the adoption threshold by \( \phi \). Since its introduction [14], the threshold model has been studied extensively on complex networks to analyze the conditions under which a vanishingly small fraction (of the total system size) of initiators is capable of triggering a

cascade of opinion change [16,17,30]. In particular, these studies considered initial conditions with a single “active” node [16] or an active connected clique (a single node and all of its neighbors) [30] as initiators. In this scenario, the condition for global cascades in connected sparse random networks is $\phi < 1/\langle k \rangle$ [16,17,30], where $\langle k \rangle$ is the average degree of the network. However, with a few exceptions [31,32,76], little attention has been paid to the question of how the size and the selection of this initiator fraction affects the spreading of an opinion in the network, in particular, in the regime where a single active node or a small clique is insufficient to trigger global cascades. An optimal selection of multiple initiators which maximizes the spread remains an open question. However, in this study, three heuristic strategies to select a set of initiators are investigated on Erdős-Rényi (ER) random networks [77] and an empirical high-school friendship network [39]. Previous studies of the threshold model [16,17] found that in the case of single initiator, when the average degree is too low or too high, large cascades are not triggered. However, within an intermediate range of $\langle k \rangle$, large cascades are realized. This range is referred to as the cascade window [28]. A similar cascade window is observed in case of multiple initiators. The cascade window was found to be significantly wider when the initiators were selected by their degree (highest first). It was also found that the total time taken for the cascade to terminate is shortest for this selection strategy.

Furthermore, we discuss, using empirical and stylized models of social networks, how the size of the initiator fraction affects the cascade size in the final state. For a fixed $\phi$, effect of systematically varying initiator $p$ on cascade size is studied. For $p > p_c$ (tipping point), cascades are triggered for any given $\phi$ even in the regime ($\phi > 1/\langle k \rangle$) where cascades cannot be triggered by a single-node of a small initiator set. The dependence of $p_c$ on $\phi$ turns out to be a smooth curve separating the two phases, one in which cascades are observed and the other where cascades cannot be triggered. An exact analytical formulation of $p_c$ for any given $\phi$ can be difficult. However, in Ref. [76], assuming locally tree-like structures, the authors developed an asymptotic approach to approximate the size of the cascades. This method is expected to work better for random graphs with small average degree (with negligible presence of triads) and to gradually break down for graphs with higher $\langle k \rangle$. In
our study we make use of this approximation method to estimate the tipping point \( p_c \).

Structural properties besides \( \langle k \rangle \), such as community structure and presence of triads within the network, also play an important role in the spreading process [78] and can affect the dynamics significantly in social [11, 30, 33] as well as infrastructure networks [34]. To understand the effect of clustering, the threshold dynamics is studied on an empirical network (high clustering) and its randomized versions (minimal clustering). The results show that local clustering in the network, similar to the case of a single node (or single-clique) initiator [30, 33], facilitates opinion spread to a larger extent than a homogeneous random network.

### 2.1 The model

In the threshold model, every node in the network can be in one of the two possible states, 0 (inactive) or 1 (active), that can be also be thought of as signifying distinct binary opinions on an issue. The typical initial condition for studying threshold model dynamics is one where all nodes except - the initiators - are in state 0. Then, the dynamics proceeds as follows. At each time step, a node is selected at random. If the node is inactive, it becomes active if at least a threshold fraction \( \phi \) of its neighboring nodes are active i.e. in state 1. The dynamics of the threshold model is asymmetric in the sense that the active state is assumed to be permanent i.e. once a node becomes active it remains active indefinitely. The evolution of the system continues until a (steady) state is reached where no further activations can occur. The individual adoption threshold \( \phi \), in general, can be different for every node but for simplicity, only the case where every node has the same threshold is considered. The size of the cascade at any point during its evolution or after it has terminated, is quantified by the fraction of active nodes in the network. In the following sections we discuss the simulation of this dynamics for various network topologies.
2.2 Selection strategies

The activation of an initially inactive (state 0) node depends on the fraction of its active neighbors and the adoption threshold $\phi$ (which we consider to be the same for all nodes). The node turns active if it satisfies the *threshold condition* i.e. the fraction of its active neighborhood exceeds $\phi$. As a result of this threshold condition a node’s degree plays an important role in determining how easily it can be influenced. The threshold condition is more easily satisfied for a low-degree node than a high-degree node, since the former requires fewer active nodes to be present than the latter, given a fixed adoption threshold $\phi$ for all nodes. As discussed before, for a small fraction of initiators there is a critical value of $\phi_c = 1/\langle k \rangle$ such that global cascades are possible only if $\phi < \phi_c$. For a fixed number of initiators, high degree nodes are less likely to get influenced because it is more difficult for them to meet the threshold condition (high degree nodes require more active neighbors to become active). A high $\langle k \rangle$ is therefore not a desirable condition for cascades and for a sufficiently high $\langle k \rangle$, it becomes impossible to trigger cascades. On the other hand, for low $\langle k \rangle$, the network consists of disconnected clusters of sizes less than $O(N)$, and cascades remain confined to one or few of these clusters. As a result, global cascades only become possible in an intermediate range of $\langle k \rangle$ - the *cascade window*. In general, cascade window sizes depend on both, the threshold $\phi$, and the initiator fraction $p$.

The precise choice of initiators also plays an important role in the size of the cascade and consequently the cascade window itself. A strategic selection of initiators can dramatically increase the average size of the spread, which is denoted by $S$. Here, we compare three heuristic strategies for selecting a set of initiators constituting a fraction $p$ of the total network size: (i) random selection, (ii) selecting nodes in the descending order of their degrees, and (iii) selection in the descending order of $k$-shell index [79]. In (ii) and (iii), the choice of initiators may not be unique. If there are many sets of initiators that can be selected for the same degree (or $k$-shell), one of these sets is selected at random.

The simulation results are shown in Fig. 2.1(a) for a fixed fraction of initiators $p = 0.01$ on an ER graph with $N = 1000$ and $\phi = 0.18$. We first look at the average
spread size as a function of average degree $\langle k \rangle$ on an ER random graph as shown in Figure 2.1(a). When $\langle k \rangle$ is small, all three strategies perform equally well because the network consists only of small clusters without a giant component and hence spread is localized to those clusters. As soon as $\langle k \rangle$ becomes large enough for a giant component to arise, the spread covers a large portion of the network. Further increasing $\langle k \rangle$ makes it harder for the nodes to satisfy the threshold condition and $S$ decreases again.

To understand the differences in the performance of these heuristics, we first note that there are two distinct aspects determining the efficacy of a node as an initiator. First, it must be capable of influencing a large number of nodes, i.e. it
should have a large degree. Second, it must be connected to nodes which have
an easily satisfiable threshold condition i.e. the degrees of its neighbors must be
sufficiently low. Additionally, and related to the first point, it also makes sense to
choose the highest-degree nodes as initiators, since they are the hardest to influence.
In light of these arguments, the highest-degree selection strategy appears to be a
natural choice for generating large cascades. It would appear that high $k$-shell nodes
are a comparably good choice, since high $k$-shell nodes also possess a high degree.
However, by construction, nodes in the highest $k$-shells are a special subset of the
high-degree nodes that are predominantly connected to other nodes of high-degree.
In other words, nodes selected in descending order of their $k$-shell index have fewer
easily influenceable neighbors than nodes selected purely on the basis of degree. This
qualitatively explains why the $k$-shell method does not perform as well as the high-
degree selection. Finally, the random selection works the poorest since it largely
selects low-degree nodes which trigger a small number of cascades many of which
frequently terminate when they encounter a high-degree node.

An increase in the initiator fraction $p$ makes the cascade window wider by
allowing cascades to occur for even higher $\langle k \rangle$ values as shown in Fig. 2.1(b) where
$p$ is increased to 0.02. The selection strategies follow the same ranking in this case
as well.

Results obtained from simulations indicate that highest degree method also
works better (followed by the $k$-shell method) in terms of the speed of the cascade.
The results for $p = 0.01$ and $p = 0.02$ are shown in Figs. 2.1(c) and (d), respectively.

2.3 Tipping point for multiple initiators

As discussed in the previous section, for a small ($O(1)$-size) seed of initiators,
cascades can only occur if $\phi$ is smaller than a critical value ($\phi < 1/\langle k \rangle$ for sparse
random graphs [16,17,30]). However, this does not hold if we introduce a sufficiently
large fraction of initiators in the system. It is clear from the results of the previous
section that the range of $\langle k \rangle$ up to which cascades can be triggered, can be increased
by increasing $p$. This also implies that the critical threshold can be increased by
increasing the initiator fraction $p$ thereby allowing cascades in the previously for-
bidden regime. We look at the quantity $S$ (average fraction of nodes in state 1) as a function of $p$. (We will refer to $S$ as cascade size for short.) Gradually increasing $p$ shows that in the beginning when $p \ll 1$, (global) cascades are not observed. When $p$ reaches a critical value $p_c$, a discontinuous transition occurs and large cascades are seen immediately as shown in Fig. 2.2(a). The need for a minimum critical fraction of committed nodes for consensus has been observed in different models of influence [10,66,67].

Since starting with a finite $p$ itself accounts for a large number of nodes in state 1, the relevant quantity to look at is the number of nodes that were initially in state 0 and eventually adopted state 1 (i.e., excluding the initiators). Thus, we define

$$\tilde{S} = \frac{S - p}{1 - p},$$

which measures the fraction of non-initiator nodes that participate in the cascade. Transitions in $\tilde{S}$ are shown in Fig. 2.2(b) for different $\phi$ values and several network sizes. It can clearly be seen that the transition only depends upon $\phi$ and is independent of system size $N$. This transition (the emergence of the tipping point) is quite generic in the threshold model, and can be observed in networks with different sizes and average degrees, as well as for different selection methods for initiators (Fig. 2.3).

The critical point $p_c$ in each case is calculated by numerically computing the derivative of $\tilde{S}$ with respect to $p$ and finding its maximum. Having calculated $p_c$ allows us to explicitly look at the relationship between $p_c$ and $\phi$ as shown in Fig. 2.4(a) for different average degrees $\langle k \rangle$. As $\langle k \rangle$ increases, all curves appear to converge to the limiting case of the fully-connected network (complete graph) for which $p_c = \phi$. Therefore, for a given threshold $\phi$ the minimum number of initiators needed to trigger large cascades can be estimated.

A previously developed asymptotic method [76] is employed to estimate $p_c(\phi)$ semi-analytically (see Appendix A.1). This method uses a tree-approximation for the network structure and calculates the cascade size by assuming a progressive, directed activation of nodes from the surface of the tree to the root. Consequently, the prescribed approximation method works well only for low $\langle k \rangle$ and low $p$. For
Figure 2.2: Cascade size and scaled cascade size as a function of initiators on ER networks with $\langle k \rangle = 10.0$. (a) Cascade size $S$ as a function of initiators $p$ for ER networks with $N = 10000$ for different values of $\phi$. (b) Scaled cascade size $\tilde{S}$ [Eq. (2.1)] vs. $p$ for ER networks with different network sizes $N$ and $\phi$ values.

Figure 2.3: (a) Cascade size $S$ as a function of $p$ for ER networks with $N = 5000$ and $\langle k \rangle = 6.0$. (b) Scaled cascade size $\tilde{S}$ for the same set of parameters

For a fixed $\langle k \rangle = 10$ and $N = 5000$, how the selection of initiators (selecting large $\langle k \rangle$, the tree-approximation breaks down, while for large $p$, deviations from the assumed progressive and directed activation of levels, become significant. The comparison of the analytically predicted $p_c$ using this method to values obtained from simulations clearly show regions of approximation validity and breakdown [Fig. 2.4(a)].
Figure 2.4: (a) Critical fraction of initiators (obtained by simulation and analytic approximation) for global cascades $p_c$ as a function of the local threshold-value $\phi$ for ER networks of size $N = 5000$ with various values of the average degree. The dashed line corresponds to the exact limiting case on large complete graphs (fully-connected networks), $p_c \approx \phi$. (b) Critical fraction of initiators for three different selection strategies for ER networks of $\langle k \rangle = 10$ and $N = 5000$. 
initiators by their degrees, k-shell scores, and randomly) affect the critical fraction $p_c$, was also studied by simulation. Simulation results in Fig. 2.4(b) show that selection of initiators by their degree works better than the other two methods across the range of threshold $\phi$. For a particular choice of $\phi = 0.4$, these transition are shown in Fig. 2.5. It can clearly be seen that $p_c$ is the smallest (transition happens for a smaller $p$) for the highest degree method. This is consistent with our finding that selection by degree works best.
2.4 Impact of network structure and clustering

Structural changes in the network have a significant impact on the dynamics of the threshold model. Centola et al. [30] studied the threshold dynamics with a small single clique of initiators and demonstrated that in this case where nodes need simultaneous exposure to multiple active sources in order to become active, short distance links are indeed helpful in triggering cascades. Hence they found that clustering facilitates spreading process occurring on the network. In Ref. [80], an experimental study was conducted on a population embedded in an online network with various network topologies. In this experiment, each individual has the same number of pre-assigned neighbors and can receive recommendations from their neighbors to sign up for a health behavior. The study was aimed to study the effect of clustering on the adoption behaviors of the individuals. The study found that in a network with higher clustering the spread of behavior was greater in extent compared to random networks.

In this section we study how the dynamics of the threshold model is affected by structural changes in the network. We study the dynamics on an empirical high-school friendship network, using one particular network from the Add Health data set [39] (also employed in [11]) and a few degree-sequence preserving randomized versions of it. For simplicity, only the giant component of the high-school network ($N = 921$ and $\langle k \rangle \approx 5.96$) is considered and refer to it as the high-school network hereafter. The network contains two large communities which are roughly equal in size. We generate two distinct ensembles of networks from this high-school network by employing the following randomization methods:

1. The link swap method (henceforth referred to as $x$-swap) in which two links are selected at random and then one end point of a link is swapped with the end point of the other link. An x-swap step is disallowed if it results in fragmentation of the network. This swapping is done repeatedly so that the network is randomized to an extent that any community structure, local clustering, or degree-degree correlation is eliminated [81–83].

2. The exact sampling method by Del Genio et al. (DKTB) [84], a connected network is constructed from the degree sequence of the original network. The
Table 2.1: Average clustering coefficient of the high-school network before and after randomization for a single run. For the x-swapped network, $C$ was measured after $t = 6000$ time steps (when it stabilizes).

<table>
<thead>
<tr>
<th>Network</th>
<th>$C$ (before randomization)</th>
<th>$C$ (after randomization)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-swapped</td>
<td>0.125441</td>
<td>0.007648</td>
</tr>
<tr>
<td>Exact sampling</td>
<td>0.125441</td>
<td>0.008533</td>
</tr>
</tbody>
</table>

Figure 2.6: Time evolution of the average clustering coefficient of the high-school network during X-swap randomization.

The algorithm takes as input the exact degree sequence of the network and joins the link stubs from different nodes until every stub has been paired with another stub [84, 85].

Both methods of randomization leave the original degree sequence unchanged. However during this process, local clustering present in the network is destroyed (as shown in Table 2.1). Fig. 2.6 shows, starting from the original high-school network, how the average clustering coefficient $C$ (see Appendix A.2) changes at each time step during X-swap randomization.

Results for x-swapped and exact sampling [84] are very similar and therefore only one of them (the former) is shown in detail. We look at the size of spread $S$ as a function of time for $p = 0.01$ in the original high-school network Fig. 2.7(a) and
the x-swapped high-school network Fig. 2.7(b), while Fig. 2.7(c) shows the direct comparison between the corresponding ensemble-averaged time series. Analogous plots for a larger initiator fraction $p = 0.02$ are shown in Figs. 2.7(d–f). For the empirical high-school network, some runs reveal the existence of community structure in the network where spread is faster in one community compared to other. More specifically, in some of these runs, the cascade first sweeps one of the communities (while the other one resists) before it becomes global. This can be seen by the step-like evolution in the corresponding time series in Fig. 2.7(a) [randomized networks do not exhibit this behavior, see Figs. 2.7(b)]. The same phenomena can also be observed in the configuration snapshots in Fig. 2.8(a), while their randomized counterparts do not show this behavior [Fig. 2.8(b,c)].

In general, the results show that triggered cascades are larger and more likely for a network with high local clustering than for a randomized network with the same degree sequence [Fig. 2.7], although the impact of clustering is diminishing for larger values of $p$. Note that the clustering coefficient of the original high-school (HS) graph is $C_{HS} \approx 0.125$; for its randomized versions obtained by x-swaps (XS) and exact-degree sequence (DKTB [84]) construction are $C_{XS} \approx C_{DKTB} \approx 0.008$.

The average cascade size $S$ [Fig. 2.9(a) and (b)] and the probability of global cascades $P_c$ [Fig. 2.9(c) and (d)] as a function of threshold $\phi$ also indicate that strong clustering (present in empirical networks) facilitates threshold-limited spreading. (We define a global cascade as a cascade that covers at least 60% percent of the network size $N$.) Hence, this important feature of threshold-limited spreading [30,33] is preserved for the case of multiple initiators studied here.

The temporal evolution of the average cascade size in the original HS network, its two randomized versions, and an ER network of the same size and with the same average degree (although the ER network has a different degree sequence and distribution) is shown in Fig. 2.10. The two methods of randomization (x-swap and exact sampling) roughly give the same cascade size $S$. In case of randomized networks, for some realizations spread reaches the full network [Fig. 2.8(c)] and for some realizations spread is minuscule [Fig. 2.8(b)] and therefore $S < 1$.

Finally, analogous to Fig. 2.2, we show the emergence of global cascades (at
Figure 2.7: Time evolution of the size of the cascades $S$ on the high-school (HS) network and its randomized version by X-swaps with identical degree sequence, with $N = 921$, $\langle k \rangle = 5.96$, and $\phi = 0.18$ for two different values of fraction of initiators. (a) HS friendship network and (b) its x-swapped randomized version. (c) Direct comparison of the ensemble-averaged time series for the original HS network (red solid curve) and for its x-swapped randomized version (green solid curve); blue solid curves represent conditional average over runs for which the spread reaches the entire network. Thin black curves in (a) and (b) are individual time series. The fraction of initiators for (a–c) is $p = 0.01$. (d) HS friendship network and (e) its x-swapped randomized version. (f) Direct comparison of the ensemble-averaged time series for the original HS network (red solid curve) and for its x-swapped randomized version; blue solid curves represent conditional average over runs for which the spread reaches the entire network. Thin black curves in (d) and (e) are individual time series. The fraction of initiators for (d–f) is $p = 0.02$. 


Figure 2.8: Visualizations of spreading in the threshold model (typical individual runs) for various networks at different times during evolution (arrow on top indicates the direction of time evolution). $N = 921$, $\langle k \rangle = 5.96$, $p = 0.01$ and $\phi = 0.18$. Nodes in state 1 (active nodes) are colored red. (a) Original high-school network; (b) Randomized network (by X-Swap) when eventual spread is local; and (c) The same randomized network but for a run that reaches the whole network.
the tipping point $p_c$) in the high-school network, as the density of initiators is varied [Fig. 2.11].

### 2.5 Conclusions

This study focuses on identifying a tipping point for multiple initiators in the threshold model. For high individual thresholds ($\phi > 1/\langle k \rangle$), a small initiator fraction is incapable of triggering cascades. Global cascades of opinion can be triggered in the system, for arbitrarily high values of $\phi$, if the initiator fraction exceeds a critical value $p_c$. The existence of such a tipping point is shown in the case of ER networks and an empirical high-school network in a similar way.
Figure 2.10: Average cascade size as a function of time in the high-school network (HS), in its two randomized versions with identical degree sequence (x-swapped and exact sampling [84]), and in ER networks with the same average degree. \(N = 921, \langle k \rangle = 5.96, p = 0.01\) and \(\phi = 0.18\) in all cases.

Figure 2.11: Cascade size and scaled cascade size as a function of initiators on the high-school network \((N = 921, \langle k \rangle = 5.96)\). (a) Cascade size \(S\) as a function of initiators \(p\) for different values of \(\phi\). (b) Scaled cascade size \(\tilde{S}\) [Eq. (2.1)] vs. \(p\) for different values of \(\phi\).
Further, three different heuristic strategies to select a fraction of initiator nodes were compared on ER networks and an empirical network. The simulation results demonstrate that selecting initiators by descending order of their degree results in fastest as well as largest cascades.

Effects of network structure, in particular community structure and local clustering, were studied by simulating the threshold dynamics on an empirical network and a few degree-sequence preserving randomized versions of it. The cascade window was found to be narrower in the case of randomized networks. The results show that local clustering in the network helps in spreading an opinion where the adoption of the new opinion by a node depends on its local threshold.
CHAPTER 3
Consensus in coevolving homophilous networks

In the previous chapter, a model of influence (the threshold model) in social networks was studied where the structure of the social network during the spreading dynamics was considered to be static. But, more generally, social networks are not necessarily static and may be evolving in time. Considering social networks as static greatly simplifies the analysis and is a valid assumption in the case where the network structure either does not change at all or the rate at which structural changes happen is much slower than the actual dynamical process occurring on the network and does not play a significant role. In the model discussed in this chapter, the network is considered to be structurally evolving. The evolution of network structure in this model is driven by homophily. The idea of homophily was introduced by Lazarsfeld and Merton [3, 40], according to which individuals tend to form social connections with those who are similar to them. Complementarily, the persistence of ties is also thought to depend strongly on the similarity of the individuals they connect [86–88].

As the individuals influence one another to adopt new behaviors, opinions, ideas or other traits, the similarity between any pair of nodes keeps evolving. Thus, one can envision the structure of a social network as being in a constant state of flux: links between dissimilar individuals decay with time while new ties between similar individuals form at some rate. This continuous death and birth of links is presumably balanced in such a way that on average, at any given time, the mean number of connections ascribed to any individual is roughly constant, or at least, bounded from above [89].

The present model is a variant of the Axelrod model [41] and similar to [50] where nodes are assigned a set of attributes to quantify similarity and a homophily-driven rewiring rule is imposed. However, the focus of this study is to understand

---

the effect of committed agents - individuals who are selectively immune to influence on a given issue, and who hold the same opinion on that issue - on the scaling of consensus time with the system size $N$ in dynamical networks. The effect of committed individuals, all holding the same opinion, has been previously studied on structurally static networks \[1, 10, 65, 66\].

The key finding in these studies was the existence of a critical committed fraction below which the deterministic evolution equations admit a mixed steady state in addition to the always present consensus steady state, with a saddle point separating the two. As a consequence, on finite networks \[10, 65\], the time to attain consensus scales exponentially with system size when the committed fraction is below the critical value. This is consistent with the known scaling of transition times between deterministically stable states in stochastic bistable systems \[90\]. In stark contrast, above the critical value of the committed fraction, the consensus process is essentially deterministic with consensus times logarithmically dependent on network size, and where the only steady-state solution to the deterministic equations is the consensus state. Further analysis has also revealed \[10, 64\] that this “critical” point or threshold is a spinodal point associated with an underlying first-order transition \[91\] in the phase diagram of the model.

### 3.1 The model

In this model, individuals are represented by nodes on a network and every node is assigned a set of $F$ independent attributes that constitute the node’s state. Each attribute can take one of $q$ distinct traits, represented by integers in $[0, q - 1]$. Thus the node’s state is represented by an $F$ component vector. Initially, each attribute of each node is assigned one of the $q$ values randomly. The structure of the network connecting the individuals is initialized to an Erdős-Rényi (ER) random network with a given average degree. Next, we define the rules governing the evolution of individual states as well as the structure of the network connecting them. At each time step: a node $i$ is selected at random, and one of its neighbors $j$ is selected at random. We then compute the similarity between nodes $i$ and $j$, where similarity is defined as the number of attributes for which $i$ and $j$ possess the
same trait. Then,

1. If the similarity is found to be equal to or above a given threshold $\phi$, node $j$ adopts the trait possessed by node $i$ for a randomly chosen attribute from among those for which they currently do not share the same trait. We refer to this as the influence step.

2. Otherwise, the link between $i$ and $j$ is severed and node $i$ randomly selects a node $k$ in the network from among those to which it is currently not connected, and forms a link to it. We refer to this as the rewiring step.

Our model clearly is a variant of the Axelrod model with the following distinctions: in the Axelrod model, the influence step occurs with probability proportional to the similarity between the nodes whereas in our model influence occurs only when similarity exceeds a hard threshold. Secondly, given that the chosen nodes are not similar on all attributes, if influence does not occur, then a rewiring step necessarily does. This hard threshold also distinguishes our model from that of [50], although as shown below the qualitative behavior of both models is similar. It is worth pointing out that the rewiring step is designed such that the total number of links (or average degree) in the network is conserved. Also, the update rule as defined above always assumes that the node chosen first is the influencer and the node chosen second is the adopter. While most of the results described in this study are restricted to this order in choosing the influencer and adopter, we discuss alternate orders of selection (motivated by the results in [8]) in Section 3.3.

We first examine the effect of the number of traits per attribute $q$ in determining the steady state structure of the network, and confirm that our results are similar to those found in [50,92]. We fix $F = 5$ and set the similarity threshold to be $\phi = 3$. In particular, three phases differing in the steady state network structure are observed, as $q$ is varied, as shown in Fig. 4.2. In the first phase, observed for low values of $q$, the system evolves to a state where the network structure is static and global consensus is achieved i.e. for each attribute, each node possesses the same trait as all other nodes. As the number of traits is increased, at a critical value $q = q_c$, the system undergoes a phase transition to phase 2 where the steady state of
the network consists of disconnected fragments with each fragment coming to consensus locally. While the first two phases differ in the eventual network structure, they are similar in that the system eventually reaches a frozen state in which neither the node traits nor the network structure are evolving. However, further increasing $q$ beyond phase 2, eventually reveals a third phase where the initial dissimilarity among the nodes is so large that the system does not end up in a frozen state and rewiring continues indefinitely (Fig. 4.2). In this phase, at any given time, there exists a giant component; however, in the asymptotic limit of network size, the system will never reach consensus, so long as the average degree is not too small [50]. This three-phase behavior is expected to be seen for different choices of $F$ and $\phi$. For fixed $F$, as $\phi$ is increased the transitions occur at smaller values of $q$. For fixed $\phi$, as $F$ is increased the transition points move to higher values of $q$ (Fig. 3.2).

Interestingly, in a related model studied by Garcia-Lazaro et al. [93], for which the probability of rewiring is governed by a dissimilarity threshold, the behavior of $q_c$ as a function of $\phi$ is observed to be nonmonotonic, in contrast to the trend shown in Fig 3.2. In particular, for intermediate to low dissimilarity thresholds (analogous to going from intermediate to large $\phi$ in our model), they find that $q_c$ progressively increases. The origin of this difference is in the inherently probabilistic update rules prescribed in Ref. [93], as opposed to the deterministic ones in our model. In other words, the low probabilities of rewiring a link between two very similar nodes and of influence occurring between two highly dissimilar neighbors, both of which are present in the model in Ref. [93], unlike in ours, are responsible for the nonmonotonic behavior of $q_c$ that they observe.

Figure 3.3 shows the convergence time $T_c$ for the choice of $F = 5$, $q = 2$, as a function of $\phi$. The nonmonotonicity in convergence times seen here is a consequence of the fragmentation transition that occurs as $\phi$ is increased, keeping $F$ and $q$ fixed. Indeed, as Fig. 3.2 shows, as $\phi$ is increased, the fragmentation transition occurs progressively earlier in $q$. As $\phi$ is increased from 0 to 3, the rate at which an influence step occurs decreases, and since the rewiring rate is not high enough to fragment the network, the system converges when there is global consensus. This takes progressively longer from $\phi = 0$ to $\phi = 3$, as the influence rate is decreasing,
and the maximal value of convergence time is obtained for $\phi = 3$. Beyond $\phi = 3$, the initial dissimilarities (with regard to $\phi$) are sufficiently high to cause the network to fragment, and nodes in each component are similar enough that consensus within each component is reached in a relatively short time. Thus, convergence times are identical to the time to reach global consensus only when $\phi \leq 3$. We point out that a similar nonmonotonic behavior for convergence times was also observed in Ref. [44]. From here onward, in order to study how the approach to consensus can be speeded up, we continue with $F = 5$ and $\phi = 3$ and keep the number of traits per attribute $q$ fixed at 2, so that the system is confined to phase 1, where both a giant component and global consensus are guaranteed. Furthermore, as is clear from the preceding discussion, for $F = 5$ and $q = 2$, the choice $\phi = 3$ allows us to explore the worst-case scenario from the point of view of consensus times within the phase where an unfragmented network is guaranteed. Henceforth, for notational simplicity, we use $T_c$ to mean consensus time. Since the focus of our study in what follows is confined to phase 1 where consensus is global, this terminology does not lead to any ambiguity.

For these parameters, when a pair of neighboring nodes is selected at time $t = 0$, the probability of them meeting the similarity threshold, and hence the probability of influence, as one can see by elementary combinatorics, is exactly $\frac{1}{2}$ and equal to the probability of rewiring at time $t = 0$. Since for the chosen parameters the system is in phase 1, the steady state reached is one where the network consists of a single connected component and the states of all nodes in this component are identical i.e. nodes are similar in the traits they possess for all $F$ attributes. Thus the steady state is one where a consensus is reached. Shown in Fig. 3.4 is the scaling of the consensus time $T_c$ as a function of the system size. We contrast the behavior of a system where node attributes and network structure coevolve to the behavior of a system where the node attributes evolve on a purely static network. (In other words, in the latter case, if the chosen nodes in an update step do not meet the similarity threshold, nothing happens.) As shown clearly, the effect of rewiring is detrimental to consensus times. With rewiring present, $T_c$ is exponential in $N$, in contrast to a linear scaling found for the static network. The divergence of $T_c$ with
Figure 3.1: The average size of the largest connected component (cluster), \( \langle S_{max} \rangle \), in the final state of the system as a function of \( q \), starting from an ER Network with \( N = 200 \), \( \langle k \rangle = 6.0 \) and threshold \( \phi = 3 \). The average is taken over 100 realizations of network evolution. The plot shows three different phases characterized by distinct steady states of network structure (see text). This phase diagram is analogous to the one shown in Vazquez et al. [50] for a related model. Also shown for phases 1 and 2 are initial (lower) and steady-state (upper) network snapshots for a single realization of co-evolution. The colors on the nodes represent the traits for a given attribute that is being tracked in the visualization. Snapshots in phase 1 (2) have \( q = 2 \) (\( q = 7 \)) traits per attribute, and initially begin with each node having equal probability, \( 1/q \), of possessing any trait per attribute. We represent trait 0 for the tracked attribute by red, and all other traits by black. Therefore, in the steady-state snapshot of phase 2, each black cluster represents that all of its constituent nodes have adopted the same trait for the tracked attribute, but this common trait is different from 0.
Figure 3.2: Phase diagrams of the system as in Fig. 4.2 for all possible values of $\phi$ (for $F = 5$). As shown, the fragmentation transition takes place at successively higher values of $q$ as $\phi$ is decreased, $\to \infty$ as $\phi \to 0$. When $\phi$ is large (4 or 5) network is fragmented even for the smallest non-trivial value of $q (= 2)$ when rewiring is introduced can be qualitatively explained as follows. When a random node is chosen as the new end point of a rewired link, it is most probable that the chosen node has an attribute vector that is currently the most abundant vector - the majority state - in the population. If we assume that the attribute vector corresponding to the majority state does not change too frequently, then nodes in the majority state end up garnering a large number of rewired links. However, this comes at the detriment of the majority state, since when an influence step occurs and a random neighbor is chosen as the adopter, this neighbor is more likely to be in the majority state (due to the larger number of links leading to a node in the majority state). As a result, as soon as nodes in the majority state accrue more links than the rest of the population, they also become more likely to get influenced. This effect suppresses the growth of the majority state. Thus, the negative feedback due to rewiring strongly slows the spread of any particular state in the network. A
similar negative feedback effect and exponential scaling of consensus times in the presence of rewiring was also observed in Ref. [8].

3.1.1 Committed agents

So far we have discussed how a consensus can be reached across all attributes i.e. the state vector of every node becomes identical. However, in a realistic scenario, it might be desirable to cause an entire population to adopt a given trait (opinion) for a given attribute (issue). For example, within a social network of teenage students in a high school, it is desirable that a consensus is reached where everyone views smoking as unhealthy behavior. Here, we study whether the introduction of committed agents [10,11] can cause fast consensus on any given attribute characterizing the individuals. Without loss of generality we choose attribute 1 as the one that committed agents intend to engineer a consensus on. We refer to this attribute as the designated attribute (opinion). Also, we assume that committed agents rigidly adopt trait 1 for the designated attribute. Committed agents are thus considered
uninfluenceable on attribute 1, but are identical in their behavior to uncommitted nodes for other attributes. In the following, we redefine consensus time $T_c$ to mean the time taken for all nodes to adopt the trait proselytized by committed agents (i.e. 1) for the first attribute. Attributes besides the designated one for committed nodes, as well as all attributes for uncommitted nodes are initialized to 1 or 0 with equal probability.

In Fig. 3.5, we show the effect of introducing committed agents into the network. In particular, we choose randomly, a fraction $p$ of nodes as committed agents and study how the consensus time scaling with $N$ changes as $p$ is varied. As expected, for $p = 0$ the exponential scaling of $T_c$ with $N$ is recovered. Although consensus time values decrease for any given $N$ as $p$ is increased, the scaling behavior remains unchanged until a critical fraction of $p = p_c \approx 0.1$ is reached. Beyond
Figure 3.5: Simulation results for consensus time $T_c$ as a function of network size $N$ when the initial network is ER with average degree $\langle k \rangle = 6.0$ for different values of the committed fraction $p$. In these simulations, the influencer is chosen first, followed by the adopter. For low $p$, $T_c$ diverges exponentially with $N$. At the critical value $p_c \approx 0.1$, the system undergoes a transition beyond which $T_c \sim \log(N)$ (see inset). Precisely at $p_c$, $T_c$ appears to scale linearly with $N$.

This critical fraction, consensus times dramatically change their scaling behavior and become logarithmic in $N$. This result indicates that beyond a critical value of the committed fraction, this fraction can efficiently overcome the resistance to consensus generated by the random rewiring taking place in the network. Fig. 3.8(a) shows consensus time as a function of $p$, for different network sizes.

Although the complexity of our model makes it analytically intractable, we present a qualitative explanation of the transition gleaned from our extensive simulations. We characterize the state of the system by the order parameter $m = 2n_1 - 1$ (analogous to the magnetization in spin systems), where $n_1$ is the density of nodes which adopt trait 1 for the designated attribute. In the absence of committed agents, the system settles in a stable steady state at $m = 0$ [see Fig. 3.6]. As explained in the previous section and Ref. [8], the negative feedback effect of the dynamics
makes the consensus states $m = -1$ and $m = 1$ repulsive absorbing points of the system, which can be reached only via a noise-driven escape event. Thus, for a finite system, in the absence of committed agents, $m = 0$ constitutes a metastable state. When committed agents are introduced, they impart the system a bias toward the consensus state $m = 1$ favored by them. This can be seen in Figs. 3.6(b) and 3.6(c). Thus, while the absorbing states at $m = 1$ and $m = -1$ continue to be repelling, the location of the metastable state gets progressively closer to the $m = 1$ absorbing state, as $p$ gets close to $p_c$. In the vicinity of $p_c$, however, it becomes difficult to obtain a clean estimate of the metastable state order parameter, since the growing proximity of the stable steady state to the absorbing point $m = 1$ results in increasingly quick noise-driven escapes to consensus. However, we intuitively expect that the transition occurs when the location of the metastable state coincides with $m = 1$, making this consensus state, a stable absorbing point of the system.

For a cleaner observation of the transition via simulations, we study the survival probability $P_s$, defined as the fraction of realizations that have not reached consensus up to some observation time $T$. Shown in Fig. 3.7 are individual plots for different system sizes of $P_s$ as a function of committed agent fraction $p$, for different observation times $T$. As is clearly shown, increasing $N$ results in the drop in survival probability becoming steeper and occurring at successively higher values of $p$, with $p_c$ appearing to converge to a value around $\approx 0.1$. The qualitative picture obtained from studying the order parameter trajectories (Fig. 3.6) and survival probabilities (Fig. 3.7) appears to indicate that the transition is continuous (second order).

### 3.2 Finite-size scaling analysis

In this section we employ finite-size scaling analysis for the consensus time [47, 94] to obtain an estimate of the critical committed fraction $p_c$ from our simulation results. In parlance with the theory of phase transitions, we assume the following scaling ansatz for $T_c$:

$$T_c(p, N) = N^\alpha f(N^{\beta_2}(p - p_c))$$

(3.1)
Figure 3.6: Individual trajectories of a network of size $N = 1000$ for different committed agent fractions: (a) $p = 0$, (b) $p = 0.05$, (c) $p = 0.08$, and (d) $p = 0.12$. For values of $p$ less than $p_c \approx 0.1$ (ac), the system appears to settle to a metastable state whose order parameter depends on $p$, until a fluctuation results in the system’s getting absorbed by the consensus state with order parameter $m = 1$. For $p > p_c$, in contrast, the order parameter steadily drifts toward the consensus state $m = 1$. 
Figure 3.7: Survival probability $P_s$ as a function of committed agent fraction $p$ for several observation times and for system sizes (a) $N = 500$, (b) $N = 1000$, and (c) $N = 2000$. For a given $N$, the drop in $P_s$ becomes steeper as $T$ increases, while for a given $T$, the drop becomes steeper as $N$ increases.
where $p_c$ is the critical value of $p$ and $\alpha$ and $\beta$ are critical exponents. The function $f$ is an unknown scaling function.

At $p = p_c$, the scaling ansatz yields $T_c N^{-\alpha} = f(0)$, which implies that if $T_c N^{-\alpha}$ is plotted as a function of $p$, curves for different $N$ values must intersect at $p = p_c$. Since $\alpha$ itself is unknown, we progressively increase $\alpha$ from values close to zero until curves of $T_c N^{-\alpha}$ versus $p$ corresponding to different $N$, intersect at a single point. We find that a single intersection point is obtained for $\alpha = 1$ and this point is at $p = p_c \approx 0.1$ (see Fig. 3.8(b)). To obtain the exponent $\beta$, we plot $\frac{T_c}{N^\beta}$ as a function of $N^\beta(p - p_c)$, and vary $\beta$ until a good scaling collapse is found for all curves near $p_c$. Following this procedure we find $\beta \approx 1$. The scaling collapse is shown in Fig. 3.8(c), indicating good agreement with Eq. (3.1).

Following the same scaling ansatz, we can also scale the survival probabilities obtained (see Fig. 3.7) for different system sizes. Assuming the survival probability to decay exponentially with time (as is expected in metastable-escape problems), $P_s \sim \exp(-T/\tau)$, where $\tau$ is identical to the mean lifetime or the mean consensus time $T_c$. Therefore, with the assumption that $\alpha = 1$ and $\beta = 1$, we expect

$$\frac{N}{T} \ln(P_s) \sim \frac{1}{f(N(p - p_c))} \quad (3.2)$$

Fig 3.9 shows the good scaling collapse obtained for survival probabilities of different system sizes, and observation time $T = 10000$, in agreement with Eq. (3.2).

### 3.3 Effect of influencer-adopter selection order

In this section we study how the order of selecting the influencer and adopter nodes affects consensus times, and also the transition observed in consensus times as the committed fraction is varied. Surprisingly, such subtle changes in selection order can have a profound effect on consensus times.

#### 3.3.1 Adopter-first selection

In adopter-first selection, a random node $i$ is selected, followed by a randomly chosen neighbor $j$ of $i$. However in contrast to the model studied so far, if the criterion for an influence step to occur is met, then $i$ adopts the trait of $j$ for a randomly
Figure 3.8: (a) $T_c$ vs $p$ starting from an ER network with average degree $\langle k \rangle = 6.0$ for different system sizes $N$. (b) $\frac{T_c}{N^\alpha}$ with $\alpha = 1.0$ vs $p$ for the data in (a). The critical point - the value of $p$ at which the curves intersect - is $p_c \approx 0.1$ (see text). (c) $\frac{T_c}{N^\beta}$ ($\alpha = 1.0$) vs $N^\beta(p - p_c)$ shows good scaling collapse in the vicinity of $p_c$ for $\beta = 1.0$. 
Figure 3.9: Scaling collapse for survival probabilities obtained for four system sizes \((N = 500, 800, 1000, 2000)\) and observation time \(T = 10000\), showing good agreement with the scaling ansatz, Eq. (3.2)

chosen attribute from among those for which they currently do not share the same trait. Thus, as the name suggests, the first chosen node is treated as the adopter and the second as the influencer. A comparison between consensus times on static networks and networks with rewiring under this updating scheme (Fig. 3.10) suggests that rewiring generates a positive feedback which aids the network in reaching consensus (also observed in [8]). This is in contrast to what was observed in the previous case of influencer-first selection.

Accordingly, for adopter-first dynamics, the previously observed exponential divergence of \(T_c\) with \(N\) is absent even in the case when the committed fraction \(p = 0\). Instead, with \(p = 0\), consensus time grows as a power law in \(N\), with an exponent \(\approx 0.7\). When committed nodes are introduced, i.e., for \(p > 0\), \(T_c \sim \log N\) suggesting the existence of a transition in the scaling behavior of \(T_c\) occurring at or very close to \(p = 0\) (Fig. 3.11).
Figure 3.10: Consensus times for two different cases: when rewiring is allowed in the network (black circles) and when the network is static (red squares) when first chosen node is the adopter (and $p = 0.0$). The initial network is ER with $\langle k \rangle = 6.0$. $T_c$ on a static network scales linearly with $N$ but with rewiring $T_c$ follows a power law with exponent $\approx 0.7$.

### 3.3.2 Unbiased selection

In the selection orders considered so far, the direction of influence is always fixed beforehand. Here, we investigate the case in which, after a pair of neighboring nodes is selected, a random one among them is chosen to be the influencer and the other, the adopter (provided the criterion for an influence step is met). In other words, a pair of nodes $(i, j)$ is selected, and with probability $\frac{1}{2}$ node $i$ adopts one of node $j$’s traits, and otherwise node $j$ adopts one of node $i$’s traits.

First, we investigate the effect of rewiring on consensus times. As Fig. 3.12 shows, rewiring has no effect on the scaling of consensus times, and $T_c$ scales linearly with $N$ in both cases. This is expected since the dynamics does not favor the instantaneous growth of one state over the other in the population. However, introducing committed agents into the system (in the presence of rewiring) gives rise to a transition in the scaling behavior of $T_c$ in this case as well: $T_c \sim N$ for
Figure 3.11: Scaling of consensus time, $T_c$, as a function of network size, $N$, for different values of the committed fraction $p$ for adopter-first dynamics. In the absence of committed agents $T_c \sim N^{0.7}$ and is logarithmic in $N$ for any $p > 0$ (see inset).

$p = 0$, while $T_c \sim \log N$ for $p > 0$ (Fig. 3.13).

### 3.4 Conclusions

In this chapter, using a variant of the Axelrod model with homophily-driven rewiring, we have studied how a small fraction of committed agents can dramatically influence the scaling of consensus times on structurally evolving networks. So far, the vast majority of models studying how a targeted change in opinion or behavior can be engineered have been confined to networks that are fixed in their topology. By considering the effect of persistent opinion holders - committed agents - on structurally evolving networks, we show that introducing a committed fraction $p > p_c$ represents a scalable method to cause widespread adoption of a given opinion on such networks. We have also considered variations to the update rule involving the selection order of influencers and adopters and shown that the transition in scaling behavior of $T_c$ across some $p_c$ is a consistent feature across these variations, even
Figure 3.12: Consensus times for two different cases: when rewiring is allowed in the network (black circles) and when the network is static (red squares) for unbiased dynamics (and $p = 0.0$). The initial network is ER with $\langle k \rangle = 6.0$. $T_c$ scales linearly with $N$ in both cases, with nearly identical slopes.

though the precise scaling behavior is dependent on the selection order. Moreover, our results show that in the worst case scenario for consensus time - the influencer-first case - the introduction of a critical number of committed nodes can result in a dramatic reduction in consensus time.
Figure 3.13: Scaling of consensus time $T_c$ with network size $N$ for different values of committed fraction $p$ for unbiased dynamics. For these simulations, a microscopic update consisted of randomly picking a link, and then randomly selecting one of the endpoint nodes of the chosen link to be the adopter and the other, the influencer. For $p = 0$, $T_c$ follows a power law with an exponent $\approx 1$ (linear) and for any $p > 0$, $T_c \sim \log(N)$ (see inset).
So far we have restricted ourselves to the study of models with dyadic interactions. In this chapter we study a model which takes into consideration the effect of social balance and in which the interactions are triadic. In a socially interacting population, relationships among individuals (links in the underlying social network) can be classified as friendly (+) or unfriendly (-). Evolution of these links is governed by the theory of structural balance. Structural balance is one of the key driving mechanisms of social dynamics and since its introduction by Heider [5], it has been studied extensively in the context of social networks [68–70,95]. The underlying axioms behind the theory of social balance are: (i) a friend of my friend and an enemy of my enemy is my friend, and (ii) a friend of my enemy and an enemy of my friend is my enemy. In the context of social networks, a triangle is said to be unbalanced if it contains an odd number of unfriendly links [68, 70]. According to the theory of social balance, these unbalanced triangles have a tendency to achieve balanced configurations [5,69]. An unbalanced triad can make a transition to a balanced one by reorganizing its interpersonal links such that it satisfies the conditions of social balance. For example, a triad where two mutually antagonistic individuals have a common friend, is by definition unbalanced and can be balanced by requiring either the mutual friend to pick a side or the other two to reconcile the conflict and become friends. A structurally balanced network contains no unbalanced triangles.

Here, we study a model which couples the states of the links (friendly or unfriendly) to the opinions adopted by the nodes. Specifically, we consider three opinion states - leftist, rightist, and centrist and posit that a link between two extremists of opposite kind (namely leftist and rightist) is unfriendly while other links are friendly which gives rise to certain triadic configurations of opinions that are structurally unbalanced. Models of three opinion states have been studied in the past, however, not in the context of social balance [72,73,96].

In the present model, we consider a population where each individual is in one of the three possible opinion states (leftist, rightist, and centrist) [72, 73]. A link that connects two extremists of opposite type (i.e. the link between a leftist and a rightist) is considered to be unfriendly while all other links are friendly. Thus, a triangle containing one node of each type (leftist, rightist, and centrist) is unbalanced. Fig. 4.1 shows possible balanced and unbalanced triangles (without permutations).

An unbalanced triangle can be balanced in a number of ways, each requiring a node in the triangle to update its opinion. In a model which consists of extremist and moderate opinion states of individuals, Marvel et al. [97] showed that moderation by external stimulus is a way to have a society adopt a moderate viewpoint. Here in our model, we consider a similar external influence field (e.g. campaigns, advertisements) which converts extremists into centrists.

The model dynamics proceeds as follows: At each time step (i) either a random node is picked with probability $p$ and is converted to a centrist, (ii) or with the complimentary probability $(1 - p)$ a random triangle is picked and if unbalanced, is balanced by either converting (with a probability $\alpha$) a centrist into an extremist or (with a probability $(1 - \alpha)$) an extremist into a centrist. Furthermore, since an
extremist can either be a leftist or a rightist, a choice is made with equal probability \((\frac{1}{2})\) as shown in Fig. 4.2.

### 4.2 Steady-state solution

At any given time the state of a system of size \(N\) can be described by two numbers - the number of leftists \((X)\) and the number of rightists \((Y)\) - as we can eliminate the number of centrists \((Z)\) since \(X + Y + Z = N\), and thus the evolution can be mapped onto a \(xy\) plane. A finite system will always have only one absorbing fixed point that is a consensus state where every node has adopted the centrist opinion. First we consider this dynamics on a complete graph where every node is connected to every other node. We denote the densities of leftist, rightist, and centrists by \(x = X/N\), \(y = Y/N\), and \(z = Z/N\) respectively. The evolution of these densities (under mean-field assumption) is then governed by the following rate equations:

\[
\frac{dx}{dt} = -px + 3(2\alpha - 1)(1 - p)xy(1 - x - y)
\] (4.1)
Figure 4.3: The phase diagram of the system for $\alpha = 0.75$ (a) at $p = 0.12 < p_c$, and (b) at $p = 0.20 > p_c$. For $\alpha = 0.75$, $p_c \approx 0.16$.

$$\frac{dy}{dt} = -py + 3(2\alpha - 1)(1-p)xy(1-x-y) \quad (4.2)$$

A trivial solution of these equations is the centrist consensus state $x = 0$, $y = 0$ (or equivalently $z = 1$). However, the steady state solution (see Appendix B.1) of these equations, for $\alpha > \frac{1}{2}$, shows the existence of a critical point
\[ p_c = \frac{3(2\alpha - 1)}{8 + 3(2\alpha - 1)} \]  \quad (4.3)

such that for \( p < p_c \), the system exhibits two more fixed points:

\[ (x, y) = \left( \frac{1}{4} + \frac{1}{4} \sqrt{1 - \frac{8p}{3(2\alpha - 1)(1 - p)}}, \frac{1}{4} + \frac{1}{4} \sqrt{1 - \frac{8p}{3(2\alpha - 1)(1 - p)}} \right) \]  \quad (4.4)

which is a metastable fixed point and

\[ (x, y) = \left( \frac{1}{4} - \frac{1}{4} \sqrt{1 - \frac{8p}{3(2\alpha - 1)(1 - p)}}, \frac{1}{4} - \frac{1}{4} \sqrt{1 - \frac{8p}{3(2\alpha - 1)(1 - p)}} \right) \]  \quad (4.5)

which happens to be a saddle point (unstable). Due to the competition between balancing and influencing forces, the densities fluctuate around the metastable point and the system is trapped for exponentially long times before eventually reaching the absorbing state by a large fluctuation. Here all fixed points lie on the line \( y = x \) as shown in Fig. 4.3, as any asymmetry in \( x \) and \( y \) decays exponentially fast \([98, 99]\) (see Appendix B.1). The trajectories showed in Fig. 4.3 are exact only in the thermodynamic limit.

### 4.3 Consensus time

An all centrist (absorbing) consensus state is always reached for a finite network. Time to reach this absorbing state (consensus time \( T_c \)) can be obtained by direct simulation. This approach works well for \( p > p_c \), however, for \( p < p_c \) (especially when \( p \ll p_c \) and/or \( N >> 1 \)), \( T_c \) becomes so large that its estimation by simulation becomes difficult. We therefore use the Quasi-stationary (QS) approximation prescribed in \([100]\) and also used in \([10, 101]\) to estimate \( T_c \) in the region \( p < p_c \).

For a fully connected network, the density of unbalanced triangles at any given time is \( \frac{6 \cdot X \cdot Y \cdot (N-X-Y)}{N(N-1)(N-2)} \). We start from the master equation that describes the time evolution of probability \( P_{X,Y} \) (the probability that system has \( X \) leftists and \( Y \) rightists at time \( t \)).
\[
\frac{1}{N} \frac{dP_{X,Y}}{dt} = P_{X-1,Y} \frac{3\alpha(1-p)(X-1)Y(N-X+1-Y)}{N(N-1)(N-2)} + P_{X,Y-1} \frac{3\alpha(1-p)X(Y-1)(N-X-Y+1)}{N(N-1)(N-2)} + P_{X+1,Y} \frac{3(1-\alpha)(1-p)(X+1)Y(N-X-1-Y)}{N(N-1)(N-2)} + P_{X+1,Y} p \frac{X+1}{N} + P_{X,Y+1} \frac{3(1-\alpha)(1-p)X(Y+1)(N-X-Y-1)}{N(N-1)(N-2)} + P_{X,Y+1} p \frac{Y+1}{N} - P_{X,Y} \frac{6(1-p)XY(N-X-Y)}{N(N-1)(N-2)} - P_{X,Y} p \frac{X+Y}{N}
\] (4.6)

Within the triangular region (bounded by \(0 \leq X \leq (N-Y)\) and \(0 \leq Y \leq (N-X)\)), the allowed transitions from a state \((X, Y)\) are to states \((X \pm 1, Y)\) or \((X, Y \pm 1)\) with the constraint that the system stays with the bounded region. The positive and the negative terms on the right side of the master equation respectively contribute to the net flow of probability into and out of the state \((X,Y)\). A factor of \(\frac{1}{N}\) on the left-hand side appears because a microscopic step or transition from initial state to the final state takes place in a time interval \(1/N\).

The QS distribution of occupation probabilities is given by \(\tilde{P}_{X,Y} = P_{X,Y}(t)/P_S(t)\) where \(P_S(t)\) is the survival probability. Under the QS hypothesis, the survival probability decays exponentially in time as in Eq. (4.7).

\[
\frac{dP_S(t)}{dt} = -P_S(t)\tilde{Q}_0.
\] (4.7)

where

\[
\tilde{Q}_0 = p[\tilde{P}_{1,0} + \tilde{P}_{0,1}]
\] (4.8)

which measures the flow of probability into the absorbing state \((0,0)\). We plug in \(P_{X,Y}\) in terms of \(\tilde{P}_{X,Y}\) into the master equation [10] to obtain the QS distribution.
\[ \tilde{P}_{X,Y} = \frac{\tilde{Q}_{X,Y}}{W_{X,Y} - Q_0} \]  

(4.9)

where

\[ W_{X,Y} = \frac{6(1 - p)XY(N - X - Y)}{(N - 1)(N - 2)} + p(X + Y), \]

and

\[ \tilde{Q}_{X,Y} = \tilde{P}_{X-1,Y} \frac{3\alpha(1 - p)(X - 1)Y(N - X + 1 - Y)}{(N - 1)(N - 2)} + \tilde{P}_{X,Y-1} \frac{3\alpha(1 - p)X(Y - 1)(N - X - Y + 1)}{(N - 1)(N - 2)} + \tilde{P}_{X+1,Y} 3(1 - \alpha)(1 - p)(X + 1)Y(N - X - 1 - Y)}{(N - 1)(N - 2)} + \tilde{P}_{X,Y+1} p(X + 1) + \tilde{P}_{X,Y+1} p(Y + 1) \]

Starting from an arbitrary distribution \( \tilde{P}_{0,X,Y} \), an asymptotic QS distribution \( \tilde{P}_{X,Y} \) can be obtained by the iteration:

\[ \tilde{P}_{X,Y}^{i+1} = a \tilde{P}_{X,Y}^i + (1 - a) \frac{\tilde{Q}_{X,Y}^i}{W_{X,Y}^i - Q_0^i} \]  

(4.10)

where \( 0 \leq a \leq 1 \) is an arbitrary parameter. For the results discussed here, a satisfactory convergence was obtained in 40000 iterations for \( a = 0.5 \). The QS distribution for a particular system size \( N = 100 \) (fully-connected) and \( \alpha = 0.75 \) is shown in Fig 4.4. As expected from the mean-field analysis (for \( \alpha = 0.75 \), the metastable fixed point \((x, y) = (0.38, 0.38)\)) the distribution peaks around \((X, Y) = (38, 38)\).

Once the desired QS distribution is obtained, the mean consensus time \( T_c \) is simply computed from the decay rate of the survival probability:
Figure 4.4: The quasi-stationary distribution for $N = 100$, $\alpha = 0.75$, $p = 0.12$. For these parameters, $p_c \approx 0.16$.

$$T_c \sim \frac{1}{p \left[ P_{1,0} + P_{0,1} \right]}$$ \hspace{1cm} (4.11)

We compare the $T_c$ obtained from the QS approximation and that by direct simulation in the region $p < p_c$ for a small range of $p$ where $T_c$ was easily obtained (Fig 4.5 and Fig 4.6). It can be seen that there is a good agreement between the two across many system sizes and the agreement gets better as $p$ is decreased below $p_c$. Fig 4.7 shows $T_c$ as a function of $p$ for a much longer range $p << p_c$, where it becomes almost impossible to estimate $T_c$ through simulations.

The scaling behavior of $T_c$ with $N$ is also quite different in the weak ($p < p_c$) and strong field ($p > p_c$) regimes. As shown in Fig 4.8, $T_c$ (obtained by QS approximation) scales exponentially with $N$ for $p < p_c$, whereas for $p < p_c$, $T_c$
Figure 4.5: Consensus time $T_c$ obtained from the quasi-stationary (QS) distribution and by direct monte carlo (MC) simulations for $\alpha = 0.75$.

Figure 4.6: Consensus time $T_c$ obtained from the quasi-stationary (QS) distribution and by direct monte carlo (MC) simulations for $\alpha = 1.0$. 
Figure 4.7: Consensus time $T_c$ (computed by QS approximation) as a function of $p$ in the weak field regime, (a) for $\alpha = 0.75$, and (b) for $\alpha = 1.0$. 
Figure 4.8: Consensus time $T_c$ (computed by QS approximation) as a function of $N$ for $\alpha = 0.75$. Initially $x = y = 0.5$.

Figure 4.9: Consensus time $T_c$ (computed by simulations) as a function of $N$ for $\alpha = 0.75$. Initially $x = y = 0.5$.

becomes logarithmic in $N$ (Fig 4.9).

4.4 Conclusions

In this chapter, we studied the effect of an external deradicalizing field on the dynamics of social balance in a system where the initial population comprises of three species (two radical groups in addition to a centrist population). We once again obtain a tipping point $p_c$, for the strength of the external field $p$ such that for
$p < p_c$ system gets trapped in a metastable state while for $p > p_c$ the metastability disappears and a quick consensus is reached. To estimate the consensus time for $p < p_c$, the quasi-stationary (QS) approximation method is used and found to agree with simulation results in that regime.
CHAPTER 5

Summary

In this thesis we have investigated three distinct models of opinion formation in social networks. Each of these models considers the effect of different interaction mechanism for the constituent nodes. The evolution of the system depends on the interaction mechanism at play. Typically, a consensus (where every node or a vast majority of the nodes in the network possess the same opinion) formation process, starting from an arbitrary initial composition, is studied. The particular issues concerning opinion dynamics such as the scaling of consensus time, spread size of a particular opinion etc. are addressed. An interesting finding of this work, despite the fact that the three models are quite distinct from one another at the microscopic level, is that there exists a tipping point of some form that plays a crucial role in the attainment of the consensus state. Which, consequently, has an implication in realistic scenarios, where changing the model parameter characterized by a tipping point has a cost associated with it, that a minimum investment is necessary in order to reach the desired consensus state. A summary of our findings is given below.

In Chapter 2, we explored the threshold model in the case of multiple initiators where a new opinion spreads starting from initiators (source nodes) in the network and nodes adopt the new opinion according to the threshold rule as discussed. In this study we found that there exists a critical value of this initiator fraction needed in order to trigger global cascades of opinion. Given a fixed number, selecting these initiator nodes in the network to maximize the spread, remains an open problem. However, a few heuristic selection strategies of these initiators were explored and we found that selecting the nodes by the descending order of their degree works best. Through simulations on an empirical network and a few degree-sequence preserving randomized versions, effects of community structure and clustering were studied. The results indicate that community structure (clustering) is helpful in spreading the new opinion. While, for simplicity, we considered the case where every node has the same adoption threshold, it is interesting to explore the case where individuals
have a wide range of adoption threshold. Some research work aimed to understand the effect of various threshold distributions is already in progress [102].

In Chapter 3, we studied a homophily driven model (similar to the Axelrod model) on a structurally coevolving network. The states of the nodes in this model are described as vectors whose components correspond to independent attributes. One of these attributes is the opinion designated attribute of the individual node on a particular issue. Similarity between two nodes is quantified by the number of matching attributes. Nodes influence one another (and become more similar) if they are compatible (satisfy a similarity threshold) and incompatible nodes rewire their links. The interplay between influence and structural evolution results in a complex feedback process and exponentially long consensus times. We found that this exponential divergence in consensus time can be overcome by introducing committed nodes—nodes which do not change their opinion. However, the number of committed nodes should be greater than a critical value which defines the tipping point for this model. The scaling of consensus time with system size changes from exponential to logarithmic when the requirement of the critical number of committed nodes is fulfilled. Change in the dynamical rule (selection order of influencer and adopter) results in a different scaling of consensus time. However, even in this case, the advantage of adding committed nodes improves the scaling behavior of the consensus time in a qualitatively similar manner.

We discussed a model in Chapter 4, which studies social balance, in a three opinion-state system (system is composed of a group possessing moderate opinion and two radical groups of opposite type), in the presence of an external moderation field. The non-local moderation field in social networks can more realistically be thought of as external stimulus through media, press, advertisements, campaigns etc. The model illustrates in the mean-field limit, how system can get trapped in a metastable state characterized by the coexistence of all three species, if the external field is weaker than a critical value (tipping point). However, a consensus is attained quickly if the external field is strong enough.

It is worth noting that although the contrast shown between the consensus times above and below the tipping point is qualitatively the same, the origin of
the metastability in the system is different in Chapter 3 and 4. For the model described in Chapter 3, metastability arises due to the interplay between influence in the network and structural evolution of the network itself whereas in latter case, competing effects of external influence and the balance dynamics results in a competition among the constituent species and thus giving rise to metastability in the system.

We developed simple network models that take into account a variety of different interaction rules. However, in future, with the surge in the availability of real world network data it will be worthwhile to test and validate these models. Specifically, time-evolving network data may be very useful in improving our understanding of the evolution of opinions in social networks.
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APPENDIX A

Chapter 2

A.1 Analytic approximation for cascade size

Gleeson and Cahalane [76] obtained an asymptotic expression for the eventual cascade size $S$

$$S = p + (1 - p) \sum_{k=1}^{\infty} p_k \sum_{m=0}^{k} \binom{k}{m} q_\infty^m (1 - q_\infty)^{k-m} F\left(\frac{m}{k}\right),$$  \hfill (A.1)

where $p_k = e^{-(\langle k \rangle^n k^2)}$ is the degree distribution of ER networks, and $q_\infty$ is the fixed point of the following recursion relation (for $n = 0, 1, 2, ..$ with $q_0 = p$)

$$q_{n+1} = p + (1 - p)G(q_n),$$  \hfill (A.2)

with

$$G(q) = \sum_{k=1}^{\infty} \frac{k}{\langle k \rangle} p_k \sum_{m=0}^{k-1} \binom{k-1}{m} q_\infty^m (1 - q_\infty)^{k-1-m} F\left(\frac{m}{k}\right).$$  \hfill (A.3)

$G(q)$ can also be written as $\sum_{l=0}^{\infty} C_l q^l$ where

$$C_l = \sum_{k=l+1}^{\infty} \sum_{n=0}^{l} \binom{k-1}{l} \binom{l}{n} (-1)^{l+n} \frac{k}{\langle k \rangle} p_k F\left(\frac{n}{k}\right).$$  \hfill (A.4)

For the case of uniform threshold distribution, the function $F$ takes the form of a step function ($F\left(\frac{m}{k}\right) = 1$ if $\frac{m}{k} \geq \phi$ and $F\left(\frac{m}{k}\right) = 0$ otherwise). In the approximation where only the linear and $q^2$ terms are considered, the cascade conditions (respectively for the first and second order) are written as [76] (for uniform distribution of thresholds, $C_0 = 0$)

$$(1 - p)C_1 > 1,$$  \hfill (A.5)

and

$$(C_1 - 1)^2 + 2p(C_1 - C_1^2 - 2C_2) < 0.$$  \hfill (A.6)
To obtain $p_c$, we systematically increase $p$ from 0. The smallest value of $p$ for which either one of the above equations (5 or 6) is satisfied, gives an estimate of $p_c$.

### A.2 Clustering coefficient

Clustering coefficient $C_i$ for a node in an undirected network is defined as the number of links among its neighbors divided by the total number of possible links among its neighbors [103].

$$C_i = \frac{2E_i}{k_i(k_i - 1)},$$

(A.7)

where $E_i$ is the total number of links among the neighbors of $i$ and $k_i$ is the degree of node $i$. The average clustering coefficient $C$ for the network is the average of $C_i$’s of all nodes in the network [78].

$$C = \frac{1}{N} \sum_{i=1}^{N} C_i.$$  

(A.8)
B.1 Steady-state solution of the rate equations

The rate equations (4.2) for the leftist and rightist densities under the mean-field assumption:

\[
\begin{align*}
\frac{dx}{dt} &= -px + 3(2\alpha - 1)(1 - p)xy(1 - x - y) \\
\frac{dy}{dt} &= -py + 3(2\alpha - 1)(1 - p)xy(1 - x - y)
\end{align*}
\]  

(B.1)

By adding and subtracting these two equations, and introducing a new set of variables \(u = (x + y)\) and \(v = (x - y)\), one can immediately see that:

\[
\frac{dv}{dt} = -pv
\]

(B.2)

Which means that, \(v \sim \exp(-pt)\), or \(v \to 0\) exponentially fast. Therefore we can assume that \(x \approx y\). Which allows us to analyze the system in terms of single variable equation in \(u\) (and \(x = y = u/2\)):

\[
\frac{du}{dt} = -pu + 6(2\alpha - 1)(1 - p)u^2(1 - u)/4
\]  

(B.3)  

(B.4)

which can be solved for steady-state \(\frac{du}{dt} = 0\). A trivial solution of this equation is \(u = 0\), which is the absorbing state \((x = 0, y = 0)\). Additional roots are the solutions of the following quadratic equation:

\[
u^2 - u + \frac{2p}{3(1 - p)(2\alpha - 1)} = 0\]  

(B.5)
and are given by:

\[ u = \frac{1}{2} \pm \frac{1}{2} \sqrt{1 - \frac{8p}{3(1-p)(2\alpha - 1)}} \]  

(B.6)

These solutions make sense only when \( \alpha > 1/2 \), otherwise the solution will lie outside the feasible domain \( ((x + y) \leq 1) \). And for \( \alpha > 1/2 \), we obtain a critical point

\[ p_c = \frac{3(2\alpha - 1)}{8 + 3(2\alpha - 1)} \]  

(B.7)

such that the roots are real and positive for \( p < p_c \). Thus, in terms of \( x \) and \( y \) the two roots (other than the absorbing state) are:

\[
\begin{align*}
    x = y &= \frac{1}{4} + \frac{1}{4} \sqrt{1 - \frac{8p}{3(1-p)(2\alpha - 1)}} \quad \text{(metastable)} \\
    x = y &= \frac{1}{4} - \frac{1}{4} \sqrt{1 - \frac{8p}{3(1-p)(2\alpha - 1)}} \quad \text{(saddle)} 
\end{align*}
\]  

(B.8)