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ABSTRACT

This thesis presents four image-registration-related methods. The first two methods aid the construction of a fully-automatic retinal image registration system, called RIVERS.

The first method, automatic masking, is a preprocessing technique for image registration that separates the retinal surface from the background in each image. It is especially important when aligning retinal images scanned from slides or images acquired from different cameras.

The second method, a covariance-driven refinement technique, is developed to handle pairs with extreme low overlap (e.g. 5%) in the context of aligning a set of sparsely-overlap images.

The third method, named GDB-ICP, is an automated 2d-image-pair registration algorithm using a hypothesis-and-test strategy and an extension of the Dual-Bootstrap method for refinement. This algorithm is capable of aligning images taken of a wide variety of natural and man-made scenes as well as many medical images, tolerating low overlap, substantial orientation and scale differences, large illumination variations, and physical changes in the scene. An important component of this is the ability to automatically reject pairs that have no overlap or have too many differences to be aligned well. Experimental results on a data set of 22 challenging image pairs show that the algorithm effectively aligns 19 of the 22 pairs and rejects 99.8% of the misalignments that occur when all possible pairs are tried.

An extension of the algorithmic principle of GDB-ICP, the fourth method, a 3d-to-2d alignment algorithm, is applied to estimate the location of a hand-held camera with respect to a 3d model augmented with texture information. Little prior knowledge is assumed about the camera location. A key issue is that initially the model-to-image mapping is well-approximated by a simple 2d-to-2d transformation based on a local model surface approximation. However, the algorithm must transition to the 3d-to-2d projection necessary to solve the position estimation problem. The experiments are conducted on a collection of 9 range scans and 60 image cover-
ing approximately a 100m x 100m region of RPI campus. The algorithm successfully and correctly determines the camera location of 52 images, while indicates it cannot find an alignment for the remaining 8.
1.1 Motivation

During the last decade, digital imaging devices have been undergoing rapid development. For instance, the off-the-shelf digital cameras now have a resolution beyond ten million pixels and camcorders have a video resolution about half million pixels, an increase of more than 10-fold compared to ten years ago. The same changes are also happening in the medical area — more and more images are acquired to aid diagnosis, treatment planning and treatment monitoring. Pushed by technological advances in image-capturing devices, the challenges have gradually shifted from image acquisition to image content analysis and information gathering. Images taken at different times, or by different sensors are to be combined, fused, or even analyzed before presenting them to people. Given current image acquisition technology, if images are not presented carefully, one could easily be drowned in a sea of digital data.

Image registration (or image alignment) is a crucial step towards automatic image analysis. It is a process of finding an optimal transformation function (or functions) between two or more overlapping images taken from different view points or taken at different times, such that these functions map pixels of each image onto one common coordinate system. Only after the images have been transformed to the common coordinate system can many applications perform well. These applications include (but are not limited to) change detection [76, 172, 219], mosaic construction [23, 180, 191], image fusion [106, 141, 162, 166], High Dynamic Range (HDR) imaging [48, 230] and super resolution [34, 187].

To register two consecutive video frames is a well-understood task [94, 179, 206, 226]. However, the image registration task becomes significantly harder or even daunting when images are taken from widely separated view points, at different times, with different illumination conditions, or in different modalities. These challenges have been intensively studied in current research, but usually in restricted
environments. For instance, many algorithms have been developed to handle wide baseline stereo (such as [143, 170, 225]), but few of them are sufficiently robust to small overlap, drastic illumination changes, or image modality changes.

To address these issues, we propose a fully-automatic image registration system with the following characteristics:

- **Automatic**: given a set of images and a transformation model, the system is to perform image registration without any human intervention and without parameter tuning.

- **Self-deterministic**: it has to decide which pairs in this set of images have overlap and therefore can be aligned. This is important because any false alignment could adversely affect the overall registration result.

- **Accurate**: the resulting transformations should have alignment error as small as possible, preferably less than a pixel. This is important to many applications, particularly change detection.

- **Efficient**: a naive way to register a set of $N$ images is to align all $N(N-1)/2$ pairs, which requires $O(N^2)$ time complexity. This is too expensive for a large number $N$.

- **Robust**: the system should be able to handle some combination of low overlap, occlusions, illumination differences (e.g. day and night), shadows, substantial scene changes and even different modalities.

- **General-purpose**: The system should also be able to handle a variety of imaging modalities. For instance, compared to natural scene images, images of human retinas acquired by fundus cameras have little texture, but usually have clear vascular structures. As a result, an algorithm exploiting only texture could perform badly on retinal images, whereas one exploiting only thin-and-long (vascular) structures could perform badly on natural images.

The system should be able to handle other image dimensions. In an instance of this, a 2d image can be aligned with respect to a 3d world model and therefore the location of the camera can be determined.
The last characteristic, general purpose, is difficult to achieve as there is an unlimited variety of scenes and imaging devices. To focus our efforts, in this thesis we concentrate on two imaging types: natural-scene images and medical images, particularly retinal images, for 2d-to-2d image registration. We choose retinal images because 1) they are different from natural-scene images — little texture and dominant vascular structure — and 2) the registration of retinal images is useful in the diagnosis of retina-related diseases. In addition, applying the same principal as in 2d-to-2d image registration, we will study the registration between an image and a 3d model augmented with texture information.

1.2 Retinal Image Registration

Retinal images are often taken for the diagnosis of a variety of retina-related diseases, such as glaucoma, diabetic retinopathy and macular degeneration. These diseases affect a large and growing percentage of the population. Early detection and treatment, especially of diabetic retinopathy, can significantly improve long-term visual health [54]. To aid the diagnosis of retina-related diseases, image registration techniques can be applied to align a set of retinal images. Here are a few applications for retinal image registration:

- High-resolution, large-field-of-view mosaics formed by multiple retinal images (see Figure 1.1) present a more complete view of a patient’s retina surface [31]. Therefore it is easier for doctors to locate pathologies and important structures by looking at the mosaic, and hence aids the diagnosis.

- Screening of diseases such as diabetic retinopathy can involve analysis of retinal images taken from different modalities over many years. Automatic algorithms applied to the already-aligned images to detect temporal changes [172, 178] or pathologies [229, 243] can be used to speed up this screening process and reduce the amount of labor by an ophthalmologist [43, 211].

- “Spatial Referencing”, a real-time image registration technique, locates specific points retinal images acquired in real time by registering this image with
the pre-established spatial image map [116, 190]. This automatic “spatial reference” can greatly aid laser photocoagulation therapy, the only proven treatment for leading blindness-causing conditions, such as diabetic retinopathy and age-related macular degeneration [107, 149, 150, 152].

- Information on aligned multimodal images can be fused together to enable an ophthalmologist to better diagnose disease and judge the outcome of surgery. The detection of microaneurysms is important to the diagnosis of diabetic retinopathy. Although Fluorescein Angiogram (FA) images show most microaneurysms, some are only detected in red-free images [84, 104]. Therefore, the integration of information on FA and red-free images provides a better way to detect microaneurysms (see Figure 1.2).

When constructing mosaics to build complete, non-redundant views of the retina, for a variety of reasons, including cost, patient comfort and patient volume, images of the retina, acquired using a fundus camera, must be taken as quickly as possible and with as few shots as possible [51]. At the same time, it is also advantageous to bring images acquired at different dates, possibly across several years, into one common coordinate system. For instance, images transformed to the common coordinate system can be used to form the basis for change detection. Combining these requirements, it is important to construct a wide-field-of-view mosaic from a sparse set of retinal images and possibly from different acquisition dates.

We present a full-automatic retinal image registration system capable of aligning images with small overlap (as small as 2% in multi-image registration) and robust to longitudinal changes in the eye.

1.2.1 Overview of RIVERS

Retinal Image Vessel Extraction and Registration System (RIVERS) is a fully automatic system for vasculature detection and alignment of retinal images\(^1\).

This complex system was developed through the collective efforts of a number of students and faculty. Starting around 1999, Can presented an exploratory vessel extraction[29], landmark and trace based pairwise registration[32], and linear

\(^1\)online access is available through [http://vision.cs.rpi.edu/RIVERS](http://vision.cs.rpi.edu/RIVERS)
Figure 1.1: (a) shows a set of retinal images and (b) shows the mosaic of these images after registration.
estimation joint registration[31]. Later on, Tsai took over the pairwise registration and introduced the Dual-Bootstrap ICP algorithm with Stewart[199] around 2003.

The author has been working on the RIVERS since 2001 and contributed two components: masking and covariance-driven refinement, the details of which will be discussed in Section 1.2.2 and Section 1.2.3, respectively.

RIVERS has six components as shown in Figure 1.3. Combining these techniques, it has achieved great success. In a validation study by Tsai [223], on a set
1. **Masking:** A binary mask image is needed to remove non-relevant backgrounds in a retinal image (see Figure 1.4). The background is produced by an internal mask inside the fundus camera and sometimes contains identifying tags. The shape of the mask differs between images taken by different cameras, images scanned from slides, or images with different degrees of field-of-view.

2. **Vessel Extraction:** Centerline points of vessels are extracted using a exploratory method, which relies on recursive tracing of the vasculature based on a localized model. This work was first introduced by A. Can in [29], and then improved by K. Fritzsche [63]. These vessel centerline points may then be used to drive the image registration process.

3. **Pairwise Registration:** The goal is to determine the alignment between a pair of given images. Feature-based algorithms were developed by Can et al. based on vessel crossovers and bifurcations [30], and this was then extended to use vessel centerline points [32]. Later on, Stewart and Tsai took a step further and developed the Dual-Bootstrap ICP(DB-ICP) algorithm [199]. The ability to “bootstrap” the reliable and accurate alignment from a minimal number of landmark correspondences makes it possible to register images that are badly affected by disease and images with low overlap.

4. **Joint Registration:** Taking the results from the pairwise registration, this step jointly estimates the transformation parameters for all the images. This algorithm was first presented by A. Can in [31]. It linearly and simultaneously estimates all transformations by incorporating direct constraints (from non-anchor image to the anchor) and indirect constraints (between non-anchor images), and estimating transformations parameters that maps each of the non-anchor images to the anchor space.

5. **Covariance-Driven Refinement:** Even though joint registration includes constraints from all registered pairs, misalignment can still occur between the images that have (usually small) overlap but fail to register. These images pairs may be aligned in the context of joint image registration, using the covariance matrix of the transformation estimates to guide the search for new correspondences.

6. **Mosaic Formation:** Given the transformations produced by the joint registration, a mosaic image is generated by mapping pixel intensities into the anchor coordinate system [31]. More sophisticated blending methods, described in [207], can be used to construct seamless mosaics.

---

*aAn anchor is an image chosen to position the rest of the mosaic upon. It can be any of the images.

---

*Figure 1.3: Diagram of RIVERS*
Figure 1.4: The masking of one retinal image: (a) is the input image and (b) is the output after segmenting out the portion of the fundus camera mask

of 855 retrospective retinal images taken from 18 eyes with four common diseases: Diabetic Retinopathy, Vein Occlusion, dry and wet Aged-related Macular Degeneration, this system successfully aligned 853 images and built 18 mosaics, with one mosaic for each eye. The DB-ICP algorithm successfully aligned 99.5% of the image pairs having a sufficient set of common features and 78.5% overall. The system also routinely handles normal retinal images.

Within this six components of RIVERS, the author developed two components: the automatic masking and the covariance-driven refinement. These will be discussed in detail in the following two subsections.

1.2.2 Automatic Masking

Masking is a process of locating the projection of the retina in a fundus camera image. The problem arises in retinal image registration since fundus cameras produce images in which the retina surface is only captured in a mostly-convex, curved region centered in the image (Figure 1.4); the rest of the image is often dark and homogeneous, due to a mask inside the camera blocking light going through the camera. Our goal is to develop an algorithm that automatically segments the retina region, producing a binary mask image, where 1 represents (foreground) retinal regions, and 0 represents the (background) mask.

The mask in retinal images interferes with the image analysis algorithms and
produces unfavorable effects in both the computation aspect and the visualization aspect. Computationally, automatic image analysis algorithms, including vessel extraction \(11, 29, 63\), optic disk detection \(89\), and change detection \(153, 172\), often compute statistics based on the image content. The presence of the mask area in the images affects accurate computation of the statistics and leads to incorrect results. For instance, \(63\) gathers local statistics on contrast and brightness levels to detect seed location on blood vessels. If the dark region of mask is included in the computation, the statistics are offset from the true values, resulting in both missing seeds and incorrect seed locations. Also, during retinal image registration \(31, 32, 199, 222\), the strong edge response between the retina surface and the mask areas may pull the alignment in the wrong direction as it favors aligning the outlines of the masks in the two images. Visually, during mosaic construction, pixels in the mask area in one image blended with pixels on the retina surface in another image severely distort the final mosaic (Figure 1.5c). In comparison, the mosaic constructed with the mask images is much cleaner (Figure 1.5d).

At a first glance, masking appears to be a simple problem. When working with a fixed field of view, using a single, digital fundus camera, the mask is the same for all images. Hence, a single mask image may be manually-specified and used for all subsequent images. However, when working with images acquired from different cameras, or when working with scanned slides originally taken from a traditional film camera (especially for retrospective studies), the corresponding mask image differs from one image to another. To manually segment the mask from each individual image is tedious and out of the question when conducting a large scale retrospective study. Thus, an automated masking technique is needed to carry out the task.

In the choices of automatic masking techniques, one’s thought may immediately cast upon simple techniques, such as a straightforward application of thresholding, perhaps with morphological operations. For instance, \(65\) applied global thresholding, followed by median filter on the intensities. After examining a broad selection of fundus retinal images, however, we believe that such simple techniques do not suffice. Example images are shown in Figure 1.6 to indicate the challenges in the automatic masking: (a) the digitization process of films/slides produces double
Figure 1.5: The importance of masking: A mosaic is produced after aligning Image 1 and Image 2. If no masks are provided, the dark mask area is blended into the mosaic (c). After applying the appropriate mask for each image, the mosaic is much cleaner.
Figure 1.6: Examples of a variety of retinal images, which demonstrates various shapes and color of mask region. (a) and (b) are further discussed in Figure 1.7.

Boundaries in the images, one from the fundus mask, and one from the boundary of the slide frame (shown in Figure 1.7 after contrast enhancement). In addition, some slides have numerical identifier tags in the mask region, which are brighter even than the retina surface. Next, illumination of retinal images is uneven, due to an optical aberration called vignetting [89]. The lens of the camera works in conjunction with the lens of the eye to form the image by capturing the light reflected off the retina surface and through the pupil. As the position of an eye relative to the camera varies from image to image, the exact properties of the vignetting also vary from image to image. This vignetting results in a combinations of dark regions (b and h), bright regions (c), and halos (h). In particular, the dark region of retina on (b) is hardly distinguishable from the mask and can only be seen after manual contrast enhancement (shown in Figure 1.7). Other challenges include (g) noise and color artifacts in the mask area; (h) pathologies and the effects of disease that change the reflectance properties of the retina. Finally, in some images, particularly the ones digitized from slides, the mask boundary may have different shapes from the expected ones (e)-(h). In Chapter 3, we are going to develop an automatic and robust masking method to address these difficulties and challenges.
Figure 1.7: Contrast and brightness enhancement to show the difficulty in masking. The original image is to the left and the enhanced one is to the right. The 1st image is taken from Figure 1.6a and is enhanced to show the double boundaries in the scanned slide. The 2nd image is taken from Figure 1.6b and is enhanced to show the hardly-distinguishable mask boundary on the bottom right due to vignetting.

1.2.3 Covariance-driven Refinement

In RIVERS, after removing the fundus mask, the retinal images are aligned using the extracted vessel centerline points. After the joint registration as shown in Step 4 in Figure 1.3, a refinement step is required to align image pairs that fail the pairwise registration due to small overlap and insufficient constraints.

As we mentioned before, it is important to construct a wide-field-of-view mosaic from a sparse set of retinal images [51]. However, when the image set is sparse, some image pairs may have small inter-image overlap, causing the pairwise registration algorithm to fail and misalignments to show in the mosaic (Figure 1.8). It is difficult to improve the pairwise registration algorithm to align these image pairs because there is not enough common information available in the region of the over-
lap to produce a stable transformation. We propose to solve this problem in the context of multi-image registration.

The multi-image registration problem has received a significant amount of attention both in the computer vision literature \cite{160, 180, 191} and the ophthalmology literature \cite{49, 231}. Some techniques focus on mosaicing video sequences \cite{180, 191}, where the overlap between images tends to be relatively high. Some techniques focus on wide-baseline matching for estimation of the fundamental matrix \cite{181}. Some techniques have addressed the question of low image overlap, using the global inferencing of topological relationship between images to generate additional inter-image constraints \cite{179}. These techniques focus on obtaining a pairwise transformation estimate for the pair with small overlap. However, when the overlap is extremely small, e.g. 5%, there is such little information that any pairwise registration technique is unlikely to succeed.

We are going to address this problem in the context of multi-image registration. The details of the algorithm is presented in Chapter 4.

1.3 Generalization

While extremely effective, the registration algorithm of RIVERS is restricted to 2d retinal images. We would like to extend the success to handle other imaging types as well. Preferably, the new system should be able to automatically determine image relationships (including aligning images) given a set of images, which may be taken from different view points, at different times, or with different modalities. We would also like to determine image/scene relationships in different dimensions (e.g. 3d versus 2d).

Meanwhile, as the new system works on various imaging types, we would still like to push it further to improve retinal image registration. In particular, RIVERS may fail when the images are blurry, in low contrast, covered by pathologies, or affected by diseases like geographic atrophy, because either vessels are too difficult to extract or not enough vessels appear in the images. One solution is to improve vessel segmentation methods to work on low contrast images and on thin vessels, such as the one proposed by Sofka and Stewart \cite{193}. But our goal is a generic
Figure 1.8: Mosaic construction of retinal images. (a) shows a graph of retinal images as vertices and edges between vertices if the associated images are aligned via pairwise registration. Notice that image 4 and image 5 overlap (initial overlap 5.8%) but are not adjacent in the graph. This leads to inaccuracies in the mosaic (b), highlighted by the rectangular area. Blow-up of the rectangular region is shown in (c).
method for image registration, not specific to retinal images.

The focus of the generalization is cast upon the feature extraction method, the initialization, and the refinement technique for pairwise image registration. Looking back at the diagram of RIVERS system (Figure 1.3), the multi-image registration and the following covariance-driven mosaicing require only feature correspondences from image pairs and hence can be applied as a general approach. Masking is a procedure specific only to retinal images. The remaining two components — feature extraction and pairwise registration — have great impact on the overall system performance as it depicts which genre of image pairs can be aligned. Thus, we concentrate on these two components in the following discussion, introducing generalizations for handling other imaging types (Chapter 5) and different dimensions (Chapter 6). After the success of this generalized image registration algorithm on image pairs, it is straight forward to apply the subsequent multi-image registration and covariance-driven mosaicing.

1.3.1 Pairwise 2d image registration

In general settings, images can be taken by different imaging modalities, in different illumination conditions, with different rotation, scale and translation, or in the presence of physical changes. Some images are blurry while some are sharp in focus. Some are full of texture while some have little. Some are taken in color while others in grayscale. Much of this variety is captured in a test suite of 22 image pairs\(^2\) we have gathered, some of which are shown in Figure 1.9, Figure 1.10, Figure 1.11, and Figure 1.12. The suite includes image pairs taken of indoor and outdoor scenes, in natural and man-made environments, at different times of day, during different seasons of the year, and using different imaging modalities. It includes image pairs with low overlap (e.g. 2%), substantial differences in orientation (90 degrees), and large changes in scale (up to a factor of 6.4).

A general-purpose registration algorithm should be able to align each of these image pairs with high accuracy without prior knowledge on the image pair. Moreover, such an algorithm should be able to indicate that two images *can not* be aligned

\(^2\)Both the test suite and our software are available at http://www.vision.cs.rpi.edu/gdbicp/
Figure 1.9: Some images from our 22-image pair dataset. The three “Downtown” images produce three of our test pairs.
Figure 1.10: Some images from our 22-image pair dataset.
Figure 1.11: Some images from our 22-image pair dataset.
Figure 1.12: Some images from our 22-image pair dataset.
either when the images truly do not overlap or when there is insufficient information to determine an accurate, reliable transformation between images. Such a registration algorithm will have numerous applications ranging from mosaic construction [1, 23, 28, 205, 207, 228] to change detection and visualization [172].

Three primary technical challenges must be addressed in order to solve this problem: initialization, estimation, and decision.

- While automatic initialization is not a significant problem for aligning images in a video sequence or for multimodal registration of images taken from roughly pre-aligned sensors, it is a major concern for more general-purpose registration.

- In combination with initialization, the estimation process must tolerate position, scale, orientation and illumination differences. Moreover, estimation must accommodate the possibility that there is no relationship between the intensities for a large fraction of the pixels in the two images. For example, in the Summer-Winter pair from Figure 1.9, snow on the roofs in winter produces homogeneous intensity regions, whereas these roofs appear as dark, textured regions in the summer image (Figure 5.3). Because of this, an effective estimation technique should automatically and adaptively exploit what is consistent between the images.

- Decision criteria are required not only to choose among different estimates obtained from different starting conditions, but also to decide when the images may not be aligned at all. The criteria play an crucial role in a panorama construction system [23], where pairwise alignments must be determined automatically from a set of unordered images, and in a object recognition system [232], where the object pose estimate is used to determine the presence of the object. The need for effective decision criteria is particularly acute when handling low overlap and large changes in orientation, illumination and scale due to the extremely large search space of initial estimates.

registration, vasculature usually has enough complexity that a measure of alignment error is sufficient in determining the success on registering a pair of images. In other situations such as natural-scene images, however, due to
the texture and locally similar structures, this simple decision criterion often results in mis-registration. More sophisticated decision criteria are needed to cope with the variability between images.

We propose an fully automatic image registration system — the Generalized Dual-Bootstrap ICP algorithm — to address all three challenges. This algorithm uses a hypothesize-and-test strategy and an extension of the Dual-Bootstrap ICP algorithm [199], originally designed for the RIVERS system. Each local initial transformation is treated as one hypothesis. By exploiting the assumption that a large fraction of the scene is rigid and therefore a single image-to-image transformation function is appropriate, each initial lower-order local transformation is “expanded” into a global higher-order transformation using the Dual-Bootstrap method as the refinement procedure. After the region expansion and the refinement of the transformation, the resulting global transformation is checked with the decision criteria, testing for accuracy, stability, and consistency. The transformation that fails the decision criteria is discarded and the next hypothesis — a new local initial transformation — will be tested using the same approach, until one transformation passes the decision criteria. This is repeated until a certain number of the hypotheses have been tried. The details of the algorithm will be illustrated in Chapter 5.

With the proposed algorithm, we are able to align a variety of 2d images with appearance changes or in different modalities. We would like to apply the same algorithm principle to other image registration problems. The problem instance explored in this thesis is determination of the location of a hand-held camera with respect to a 3d world model.

1.3.2 Camera Location Estimation

We address the problem of finding the location of a hand-held camera with respect to a 3D world model augmented with photometric texture information. Applications include automatic navigation [95, 155], automatic integration of new information into a modeling system [195], and automatic generation of model-to-image overlays [242]. All of these will become increasingly important as modeling systems, such as Google Earth, progress toward more accurate 3d representations. For the
experiments in this thesis, the position of the hand-held camera is known within 100 meters range of its true position for street-level images, but nothing is known about its orientation or intrinsic parameters.

Inferring the camera location requires both establishing correspondences between the model and the test image and estimating the model-to-image camera projection, effectively calibrating the hand-held camera [224, 241]. Several complications in the data, some illustrated in Figure 1.13, make this problem challenging, including (a) a large search space of camera poses, (b) occlusions, (c) differences in viewpoint and illumination between the test image and the images acquired by the pre-calibrated camera attached to the range scanner, (d) buildings and other objects with repetitive appearance, and (e) physical changes in the scene between model construction and test image acquisition.

Using the same approach as the 2d image registration algorithm proposed in Chapter 5, we construct an automatic system to estimate the camera location while tolerating appearance changes, physical changes, or occlusions. The new system also uses the hypothesis-and-test strategy and employs the Dual-Bootstrap refinement technique. Key differences are in the hypothesis generation and the camera projection estimation. When considering the hypothesis generation, it is non-trivial to generate a hypothesis using a camera projection model. Hence, in this work, we propose instead to generate a local initial surface-to-image mapping using the similarity transformation. Such a hypothesis generation alleviates the difficulty for obtaining an initialization. Meanwhile, it posts a challenge on the camera estimation because, at some point, the algorithm must make a transition from a surface-to-image mapping to a model-to-image projection. The details of the algorithm, especially the key issue of how and when we make the transition, are described in Chapter 6.

1.4 Organization and Summary of Contributions

Chapter 2 provides a literature overview on image registration methods. Chapter 3 presents the masking technique for retinal images. Chapter 4 presents the covariance-driven refinement technique for registering a set of sparsely-overlap images. These above two chapters focus on the application of automated retinal
Figure 1.13: 3d Model, features and example test images. (a) shows part of the 3d model, while (b) shows the model features superimposed on the 3d model, with (c) showing a zoomed-in view. In (b) and (c), the back-projected model corners points are represented by spheres whose radius is proportional to the corner point scale, while edge-like features are represented by arrows. (d) and (e) show different test images that our algorithm can accurately localize, even though the images were taken at night and during the winter.
image analysis. These following two chapters are the emphasis of this thesis: Chapter 5 presents a fully-automatic pairwise image registration system that works on a variety of 2d images. Extending from the algorithm principle proposed in Chapter 5, Chapter 6 presents an algorithm for determining the location of a hand-held camera with respect to a 3d model. At last, Chapter 7 presents the overall discussions, conclusions, and future work.

The four primary contributions are summarized as follows:

- **Automatic Masking (Chapter 3)** We present a fully-automatic segmentation method that removes the fundus mask area from retinal images taken from different cameras or scanned from slides. On a test suite of 2108 retinal images, the algorithm successfully extracted the mask region of 2096 images and failed on 12 images (99.4% success rate).

- **Covariance-Driven Refinement (Chapter 4)** In the context of multi-image registration, we present a refinement method that uses the solution of bundle adjustment as initialization and iterates between the search for new correspondences guided by the covariance parameter estimate matrix and the refinement of the joint solution. This method effectively aligns image pairs with extreme low overlap.

- **Generalized Dual-Bootstrap Image Registration (Chapter 5)** We present a fully automatic Generalized Dual-Bootstrap ICP (GDB-ICP) image registration algorithm designed to handle a wide variety of image pairs, including those showing scale changes, orientation differences, low overlap, illumination differences, physical changes and different modalities.

- **Estimation of the Camera Location (Chapter 6)** We present a fully automatic algorithm to determine the location of a hand-held camera with respect to a 3d model. Taking the Generalized Dual-Bootstrap approach, the algorithm is robust to appearance changes. The major contribution here is the automatic transition from 2d-to-2d mapping to 3d-to-2d projection and the overall capability to start from one single keypoint match.
CHAPTER 2
Background

Image registration has long been the subject of research. Publications date back to the early 70’s [9, 146]. A large number of papers have been published since then. To get a picture of the scope, the comprehensive surveys on image registration methods published in 1992 by Brown [22] and in 2003 by Zitová [244] are good references. In medical domain, Maintz and Viergever presented a survey [129] on medical image registration methods. The intent of this chapter is to introduce the most recent progress related to image registration methods, along with the basics of the problem to cover the work described in this thesis.

There are a number of criteria to categorize and to classify image registration methods. Some are listed in Figure 2.1. The rest of the chapter will focus on these criteria and discuss various methods in the literature based on these criteria.

2.1 Metric to be optimized

Image registration tasks are usually carried out by setting up the search as an optimization problem. The desired transformation function is obtained by solving this optimization problem. The metric used in the objective function of the optimization is a key aspect of image registration method. Three categories will be discussed in this section: feature-based, intensity-based, and mutual information methods. In a way, mutual information is a measure that also depends on intensity values. However, its formulation is very different from intensity-based methods and it has been widely adopted in a number of applications. Hence, mutual information is worth separate attention.

2.1.1 Feature based

Feature-based methods start by extracting image geometric primitives, namely features, such as corners, curves, surfaces, or cylindrical structures [7, 17, 32, 36, 39]. During the image registration, these extracted features in one image are matched
• **Method** - Metric to be optimized
  - Feature/keypoint based
  - Intensity based
  - Mutual information based

• **Transformation functions**
  - global parametrized transformations
  - local/deformable parametrized transformations
  - non-parametrized/optical flow

• **Application**
  - monomodality (multi-viewpoint)
  - multimodality
  - temporal

• **Spatial Dimension**
  - 2d to 2d
  - 3d to 3d
  - 3d to 2d

• **Number of images**
  - two images
  - multiple images (more than two)

---

**Figure 2.1: Classification scheme of image registration**

to the ones in another image, either by their appearance similarity or by geometric closeness. During the matching, correspondences are formed between features in the two images. The transformation is estimated from an objective function based on a geometric distance measure.

Let one image be $I_p$ and a second one be $I_q$. The set of features in $I_p$ is $G_p$ and features are $p \in G_p$, whereas features $q$ are in the feature set $G_q$ on image $I_q$. (Abusing the notation, $p$ represents both the feature and its location.) The correspondences $(p, q)$ form a set $C$. The transformation function from $I_p$ to $I_q$ is $T(x; \theta)$, with parameter vector $\theta$. (For now we focus only on parameterized transformation functions.) The geometric distance measure between two features
The distance between points \( p \) and \( q \) is denoted as \( d(p, q) \). Given a correspondence set \( C \), the least-squares objective function for feature-based methods can be written as

\[
\min_{\theta} \sum_{(p, q) \in C} d(p, T(q; \theta))^2.
\]  

In most cases, however, because the correspondence set \( C \) is either unknown or contaminated by a large fraction of outliers, the estimation of Equation (2.1) cannot be carried out by conventional optimization methods. Instead, alternative ways of matching and estimation have been developed to handle this issue.

### 2.1.1.1 ICP

Our first class of feature-based methods contains the Iterative Closest Point (ICP) algorithms [17, 36, 39] and its variations. Starting from an initial estimate, ICP iteratively (a) maps points (features) from one image, \( I_p \), to the other image, \( I_q \), (b) finds the closest point on image \( I_q \) for each mapped point, and (c) re-estimates the transformation using these temporary correspondences in the objective function (2.1). In other words, the correspondence set \( C \) is obtained from forming correspondences with the closest points. The convergence proof of ICP has been shown by Besl and McKay [17] using a Euclidean distance metric for \( d \) in (2.1). In the registration of range data, sensor data points (together with estimated normals) are the features commonly used [16, 19, 39, 64].

In the alignment of intensity images, feature extraction techniques are applied to obtain features to be matched in ICP [32, 75]. Extraction of Harris corners is commonly seen in the literature [80, 184, 245]. Can et al. extracted vessel centerline points (edge-like features) for the registration of retinal images [32].

There are two commonly-known problems with ICP: (1) ICP has a narrow domain of convergence and therefore must be initialized relatively accurately; and (2) feature extraction can be unreliable and overly sensitive to the choice of parameters and the image content.

The distance measures used in Equation (2.1) are usually associated with the
types of features being extracted. For corners or points, a natural distance measure is Euclidean distance $[17, 140, 240]$. However, the situation is different for points sampled on a curve on a 2d image. As they are discrete samples from a continuous curve, we are not concerned with how far a point moves along the curve, but how far a point is off the curve. Hence, we want to compute point-to-curve distances. One efficient way to achieve this is to “linearize” the curve — approximate the curve locally with a straight line — in a small neighborhood around the sample point. The point-to-curve distance is then measured by the distance along the normal direction of the straight line $[32]$. The same linearization is also applied to points sampled on a surface in 3d image $[39, 201]$. Such a linearization can be viewed as the first-order approximation to the true distance function. Recently, Pottmann and Hofer proposed a second-order approximation that takes local curvature into account $[168]$ by fitting a circle locally tangent to the curve.

2.1.1.2 EM-ICP

Several papers $[42, 73, 125]$ have proposed Expectation Maximization (EM) algorithms $[52$, Ch. 3$]$ for image registration, where multiple correspondences per feature are simultaneously considered. In this approach, correspondences are considered as “soft” — each associated with a probability of this correspondence being correct. The EM algorithms are carried out by alternating between the computation of this correspondence probability (expectation) and the estimation of transformation parameters (maximization). In $[40, 42]$ multiple correspondences are modeled with a Gaussian mixture model with an isotropic covariance. Later on, Chui and Rangarajan exploited Expectation-Maximization along with simulated annealing and a doubly-stochastic normalization over the correspondence matrix to solve for free deformations $[41]$. This approach improves the robustness and reliability of ICP.

2.1.1.3 Keypoint Extraction and Matching With Invariant Descriptors

In contrast to ICP where matching is based on geometric distance, keypoint based methods apply matching in appearance similarity space. The term “keypoint” refers to a combination of an interest point (or region) and an invariant descriptor which describes the intensity characteristics in a small neighborhood around the
interest point. The latter part, the descriptor, is the key difference between the definitions of keypoint and feature. Specifically, a descriptor is designed to be invariant to some lower-order geometric transformation, e.g., similarity or affine, and usually additionally invariant to linear intensity changes.

Keypoint methods have received growing attention because of their demonstrated ability to tolerate low image overlap and image scale changes [23, 53, 143]. These methods start with keypoint detection and localization followed by computation of the descriptor that summarizes the image around the keypoint. Existing keypoint extraction algorithms are based on approaches ranging from the Laplacian-of-Gaussian operator [23], information theory [98], Harris corners [143], and intensity region stability measures [134]. A detailed comparison can be found in [145]. Region descriptors proposed are based on steerable filters [61], moment invariants [69], shape context [13], image gradients [122] and Haar wavelets [25]. A comparison of descriptors can be found in [144].

As the descriptors are invariant to geometric transformation, they can be compared directly by computing a similarity score between them. The keypoint matching between two images is carried out by computing similarity scores for all possible keypoint pairs and selecting the most similar ones to form the initial set of putative matches. This brute-force matching requires \( O(N^2) \) time complexity for \( N \) keypoints. Additional data structures can be used to speed up this matching process. In [23], a k-d tree is used to store keypoints in one image and the matching is carried out by the nearest neighbor lookup in the k-d tree. By doing so, the time complexity of matching drops to \( O(N \log(N)) \). Subsequently, this set of putative matches is used to estimate the transformation. However, the matching process is not well-conditioned in the sense that there are inevitably some keypoints that cannot be matched, and for some others multiple matches with the same similarity are found. This yields many spurious matches in the initial set (it is not uncommon that fewer than 25% are correct). Common estimation techniques — least squares, least median, or M-estimators — perform badly with this large fraction of outliers [122]. Instead, RANSAC (RANdom SAmple Consensus) [20] or RANSAC-derived methods [138, 147] are often used to eliminate mismatches and to robustly estimate
the transformation.

It is worth noting that the optimization is carried out by minimizing the geometric distance between matched points, as shown in Equation 2.1. Therefore, the methods based on keypoint extraction and matching are still considered as feature-based methods. One may argue that the matching between keypoints is conducted using the invariant descriptor, which is a similarity measure based on local intensities. However, because the objective function does not depend on intensity differences, these methods do not belong to the intensity-based category.

Methods based on keypoint extraction followed by similarity matching in the feature space have been applied to 2d image registration and mosaic construction [23], fundamental matrix estimation [134], object recognition [122], location recognition [60], 3d registration [183] and simultaneous localization and mapping [183].

2.1.2 Intensity-based methods

The history of intensity-based registration methods dates back to 1970s [9]. In 1981, Lucas and Kanade proposed an optical flow registration algorithm [124], which has become one of the most commonly cited computer vision papers. 20 years later, Baker presented an overview of the Lucas-Kanade algorithm, its extensions, and experimental comparisons [8].

These methods aim at finding a transformation function such that after the application of the transformation function, the photometric differences between corresponding pixels (or voxels) are minimized. These methods often work in an iterative manner: warp one image on to the coordinate system of the other using the current transformation estimate, compute an update of the transformation from the image gradients or optical flow vectors, and repeat these steps until the transformation estimate converges.

A simple and canonical measure used in intensity-based methods is the Sum of Squared Difference (SSD) between the warped image and the fixed image, presented by Barnea and Silverman in 1972 [9] and later on extended to achieve subpixel
accuracy [215]. The objective function using SSD measure is defined as

\[
\sum_x \left[ I_q(T(x; \theta)) - I_p(x) \right]^2,
\]

(2.2)

where \( T(x; \theta) \) is the transformation function that maps coordinates of \( I_p \) onto \( I_q \) as mentioned above.

This objective function is non-linear because it involves the image functions \( I_p \) and \( I_q \) that map coordinates to intensities. To solve this non-linear problem, the minimization is often carried out by gradient descent methods in the following way. Assuming the current estimate is \( \hat{\theta} \), Equation (2.2) can be linearized by performing a first order Taylor expansion on \( I_q(T(x; \theta)) \) around \( \hat{\theta} \) and applying chain rules on derivatives:

\[
\sum_x \left[ I_q(T(x; \hat{\theta})) + \nabla I_q \frac{\partial T}{\partial \theta} \Delta \theta - I_p(x) \right]^2,
\]

(2.3)

Note that in this Taylor expansion, only the update \( \Delta \theta \) is unknown and everything else is known. Thus, it becomes a normal linear least-squares problem and the update solved accordingly [8, 62].

These methods require good initialization since the capture range is very small — typically a few pixels. It has been shown that with multi-resolution settings (usually from coarse to fine) [14] these methods are more effective and have a broader capture range. In addition to multi-resolution, a initialization method using a coarse search on translations has been shown adequate in some cases [179]. However, no known intensity-based initialization methods starts with affine or more complex transformation models due to the high-dimensional search space.

SSD is sensitive to intensity variations, such as shutter speed change or illumination changes. As can be seen from the objective function defined in Equation (2.2), photometric changes in one image would alter the shape of the objective function and affect the minimization accordingly. Several modifications have been proposed to cope with these situations. For example, Black and Anandan proposed a robust M-estimator instead of the usual square function [18]. Also, a normalized SSD measure, proposed in the early 80’s, uses pixel intensities in a small neighborhood to normalize the intensity magnitudes such that the measure is invariant to
scaling of intensities [79]. Denoting $R$ as a local region around a given pixel $x$ and $y$ as the displacement vector inside region $R$, the objective function using normalized SSD measure is given by

$$
\sum_x \sum_{y \in R} \frac{[I_q(y + T(x; \theta)) - I_p(y + x)]^2}{\sqrt{I_q(y + T(x; \theta))^2 I_p(y + x)^2}}
$$

Similarly, a measure of normalized cross-correlation was developed to achieve invariance to shift and scaling of intensities [68].

Intensity-based methods suffer from several drawbacks: they are susceptible to local minima and outliers and are also unnecessarily inefficient [191]. A simple example for the inefficiency can be drawn from pixels in a large homogeneous region (i.e. a region with one uniform color): image gradients in such a region, small in magnitude and severely affected by noise, have little (perhaps even adverse) use in the transformation estimation. A modified approach is to use local patches of interest in the estimation [14, 191]. The choices for the interest can be based on intensity variation, such as corners or region with rich texture [216], or positive definite Hessian matrix [93], but are not limited to these.

In particular, Irani proposed to compute and normalize derivatives in four directions as the “intensity value” at each pixel and then the registration was carried out by maximizing normalized cross-correlation on these intensities (derivatives) [93]. This method has been successfully applied to register two multimodal image pairs.

### 2.1.3 Mutual information

Mutual information registration was developed independently by Wells and Voila [233] and by Maes and Collignon [127]. Since then mutual-information-based image registration has been an active field of research — more than 400 published papers so far — and has become common practice in many clinical applications. Readers are referred to a survey paper [165] for more details.

First we introduce the notion of entropy, originated from communication theory. Entropy of a random variable can be viewed as a measure of uncertainty —
the higher entropy, the more uncertain the random variable behaves. Denoting a random variable as $P$ and probability of event $e_i$ as $p_i$, the commonly used Shannon entropy is defined as

$$H(P) = - \sum_{i} p_i \log p_i.$$ 

When two images, $I_A$ and $I_B$, taken from different modalities are well aligned, intensities of corresponding points exhibit some unknown functional relationship, which is reflected by a joint probability distribution of the two intensity values. It is suggested to use entropy as a measure of alignment, because “entropy measures the dispersion of a probability distribution. It is low when a distribution has a few sharply-defined dominant peaks and it is maximal when all outcomes have an equal chance of occurring” [165]. A joint histogram is used to estimate this joint probability distribution, computed from intensity values on $I_A$ and $I_B$. Dividing the entries of the histogram by the total number of entries yields a density distribution, denoted as $p(a, b)$. The Shannon entropy for this probability joint distribution is defined as

$$H(A, B) = - \sum_{a \in A, b \in B} p(a, b) \log p(a, b),$$

(2.5)

where $A$ and $B$ denote the set of possible intensity values on image $I_A$ and $I_B$, respectively. Note that when $p_A$ and $p_B$ are independent, $H(A, B) = H(A) + H(B)$, whereas when $p_A$ and $p_B$ are perfectly correlated $H(A, B) = H(A) = H(B)$.

The mutual information is the relative entropy between the joint distribution and the product distribution. Given two images $I_A$ and $I_B$, the mutual information can be defined as

$$= H(A) + H(B) - H(A, B)$$
$$= H(B) - H(B|A)$$
$$= H(A) - H(A|B).$$

(2.6)

After the application of a transformation estimate, the mutual information is computed only in the overlap area. The goal of image registration is to find a transformation estimate such that it maximizes the mutual information.
Compared to the joint entropy, mutual information has the advantage that it includes the entropies of separate images. Because the mutual information and joint entropy are computed only in the overlap area, they are sensitive to the contents in the overlap. When using joint entropy alone, a problem may occur that small joint entropy value is found for complete mis-registration. For instance, an image registered to a homogeneous region results in low joint entropy. In contrast, because the mutual information includes the marginal entropies, it is more likely to avoid this problem [165].

Since the publication of the two original mutual information papers [127, 233], there has been a considerable amount of development in this area, some of which are worth mentioning.

- Several normalized mutual information measures [202] have been proposed to eliminate bias toward low overlap. Studholme et al. proposed NMI\((A, B) = (H(A) + H(B))/H(A, B)\) [202], whereas Collignon and Maes suggested the use of Entropy Correlation Coefficient (ECC) [127]. The two are equivalent in the following manner: ECC = 2 − 2/NMI.

- A drawback of mutual information based on Shannon entropy is that the dependency of neighboring pixel intensities is ignored. Kybic proposed to use KL entropy estimator to incorporate neighboring pixel intensities as well as multiple channels per pixel [110].

- Pluim et al. proposed to incorporate gradient information with mutual information [164], to achieve a smoother objective function and hence broaden the domain of convergence. Gradient information can be applied to register multimodal images because “the images fundamentally depict the same anatomical structures, gradients in two multimodal images — at least in principle — will have the same orientation and either identical or opposing directions.” [164] As we will see in Chapter 5, this is similar to how GDB-ICP achieves multimodal image registration.

Optimization is usually carried out by two categories of approaches: non-derivative-based and derivative-based minimization methods. For the first category,
one popular choice is Powell’s method, which optimizes each transformation parameter in turn \cite{115, 127, 96}. Another popular choice is the simplex method, which considers all parameters simultaneously \cite{128, 188}. For the derivative-based approaches, the exact expression for the gradient calculation on mutual information was proposed in \cite{128}, with details on gradient ascent, quasi-Newton, and Levenberg-Marquardt methods.

The strength of mutual information lies in the fact that it does not presume any functional relationship between intensities on two images. The intensity relationship is not known until it is estimated during the image registration process. Thus, mutual information has a broad range of applications and can handle a wide variety of imaging modalities. However, for the very same reason, the optimization is sensitive to the overlap area and is subject to multiple local minima. Therefore, the initialization must be close for it to converge to the correct transformation. Furthermore, it turns out that mutual information is not well applicable to images with long and thin structures such as retinal images \cite{96}, or to the combination of CT and ultra-sound images \cite{174}.

2.2 Transformation models

The appropriate use of transformation models depends upon the physical imaging process. For instance, when aligning two 3d LADAR scan datasets, a 3d rigid model — rotation and translation — is enough \cite{15}. When aligning two 3d CT lung volumes, not only a 3d rigid model, but also a deformable model is needed to accommodate the respiration process \cite{44}. In general, transformation models can be categorized into parametrized and non-parametrized models. Within parametrized models, there are global models (parameters do not depend on location) and local or deformable models. For more details, readers are refer to image registration survey papers \cite{22, 244} and a transformation model survey paper \cite{67}.

2.2.1 Global models

Global models are often referred to as those that have only a small number of parameters that describes the mapping of the entire image.
2.2.1.1 2d-to-2d models

For aligning 2d images that are projections of a 3d scene, a variety of models are available from lower order to higher order: translation, rigid, similarity, affine, and homography [180]. The translation model is given by

\[ q = p + t. \]

The rigid model is

\[ q = Rp + t, \]

where rotation matrix, \( R \), is an orthonormal matrix. In 2d, \( R \) is defined with one rotation angle \( \theta \):

\[ R = \begin{pmatrix} \cos(\theta) & -\sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{pmatrix}. \]

Allowing scaling, the similarity model is

\[ q = sRp + t, \]

where \( s \) is the scaling factor. The affine model is given by

\[ q = Ap + t. \]

The affine model in general does not preserve orthogonality, i.e., a right angle is no longer a right angle after application of the affine transformation.

Let the homogeneous coordinates of \( p \) be \( \tilde{p} \) and the homogeneous coordinates of \( q \) be \( \tilde{q} \). The homography model can be written as

\[ \tilde{q} \equiv H\tilde{p}, \]

where \( \equiv \) means equivalence up to a non-zero scale. After application of the homography transformation, parallel lines may intersect at a finite point — the homography transformation does not preserve parallelism. Though the homography model is
linear in homogeneous coordinates, the model is nonlinear in Euclidean space:

\[
\begin{pmatrix}
q_x \\
q_y
\end{pmatrix} = \frac{1}{h_{31}p_x + h_{32}p_y + h_{33}} \begin{pmatrix}
h_{11}p_x + h_{12}p_y + h_{13} \\
h_{21}p_x + h_{22}p_y + h_{23}
\end{pmatrix}
\]  

(2.7)

Note that the above models are nested in nature: the affine model is a subset of the homography model, the similarity model is a subset of the affine model, and so on. For a more detailed and complete description about the 2d-to-2d transformation models, readers are referred to [82, Ch. 1] and [22]. We do not consider the fundamental matrix as a transformation model because for any given point, the corresponding point can be anywhere along the epipolar line.

The above 2d models have assumed the camera is a perfect pinhole camera. However, this assumption will not hold in practice. Geometric and photometric distortions may appear in images acquired by cameras, especially off-the-shelf ones. Specifically, the geometric distortion, often called lens distortion, has two major types: radial and tangential [82, Ch. 6]. In practice, radial lens distortion is often dominant and generally increases as the focal length decreases.

Denote the undistorted image point as \( p_u \) and the distorted image point as \( p_d \). Let \( p_0 \) be the center of the distortion and \( r^2(p) = \|p - p_0\|^2 \) be the squared radial distance function. The undistorted-to-distorted 4th-order formulation is

\[
p_d = (p_u - p_0) \left( 1 + \kappa_1 r^2(p_u) + \kappa_2 r^4(p_u) \right) + p_0.
\]

And the distorted-to-undistorted 4th-order formulation is

\[
p_u = (p_d - p_0) \left( 1 + \kappa_1 r^2(p_d) + \kappa_2 r^4(p_d) \right) + p_0.
\]

\( \kappa_1 \) and \( \kappa_2 \) are the 2nd-order and 4th-order radial distortion term coefficients, respectively. It has shown by Tamaki that both formulations are equally-effective approximations to the real distortion [210]. Sawhney [180] and Meng [139] uses only the 2nd-order radial distortion term, whereas Stein uses also the 4th-order term [198]. Photometric distortion is mostly caused by vignetting and compensations have to be made for some sensitive applications [6].
There are other transformation models besides these commonly-used ones. In particular, Can et al. derived a 12-degree-of-freedom quadratic model from a combination of weak perspective camera model and the quadratic retina surface:

\[
\begin{pmatrix}
q_x \\
q_y
\end{pmatrix} = \begin{pmatrix}
\theta_{11} & \theta_{12} & \theta_{13} & \theta_{14} & \theta_{15} & \theta_{16} \\
\theta_{21} & \theta_{22} & \theta_{23} & \theta_{24} & \theta_{25} & \theta_{26}
\end{pmatrix} \begin{pmatrix}
p_x^2 \\
p_xp_y \\
p_y^2 \\
p_x \\
p_y \\
1
\end{pmatrix}
\]

This model achieves sub-pixel accuracy in the registration of retinal images [32]. The same quadratic model is also used in the mosaic formation of 2d images [108] and in stereo problems [126, 238].

2.2.1.2 3d-to-3d models

For 3d images, the commonly-used models are rigid, similarity, and affine [15, 103]. Their formulations are the same as the corresponding 2d models except the dimension difference.

2.2.1.3 3d-to-2d models

Let the 3d scene point be \( \mathbf{P} \) and the 2d image point be \( \mathbf{q} \). Let their homogeneous coordinates be \( \tilde{\mathbf{P}} \) and \( \tilde{\mathbf{q}} \). Assuming the camera is a pin-hole camera, The perspective camera projection in homogeneous coordinates is given by

\[
\tilde{\mathbf{q}} = \mathbf{C}\tilde{\mathbf{P}},
\]

where the \( 3 \times 4 \) matrix \( \mathbf{C} \) is the projection matrix. It is known the projection matrix \( \mathbf{C} \) can be decomposed into intrinsic and extrinsic parameters:

\[
\mathbf{C} = \mathbf{KR} [I_{3 \times 3} - \mathbf{P}_c],
\]  

(2.8)
where $P_c$ is the location of the camera, $I_{3 \times 3}$ is the 3x3 identity matrix, $R$ is the rotation matrix, and $K$ is the upper-triangular calibration matrix. The calibration matrix $K$ encapsulates all the intrinsic parameters:

$$K = \begin{pmatrix} \alpha_x & k & u_0 \\ 0 & \alpha_y & v_0 \\ 0 & 0 & 1 \end{pmatrix},$$

where $\alpha_x$ is the scaling factor along the $x$ axis, $\alpha_y$ is the scaling factor along the $y$ axis, $k$ is the skew, and $[u_0, v_0]^T$ is the principal point.

For a perfect pin-hole camera, the skew is zero, $\alpha_x$ is equal to $\alpha_y$ (square pixel), and the principal point is at the center of the image. However, due to modeling errors\(^4\) and manufacture imperfections, the above statements only approximately sustain. For instance, the real skew is a non-zero value, but rather small when compared to the $\alpha_x$ and $\alpha_y$.

In addition, lens distortion must be accounted for when seeking an accurate projection. The lens distortions are discussed in the context of 2d-to-2d models in Section 2.2.1.1.

For a more detailed description and a complete list of camera models, readers referred to [82, Ch. 5].

2.2.2 Local/Deformable models

Global transformations cannot properly handle images that have local deformations. This happens often in medical imaging where the subject is continuously undergoing some deformations, such as respiration cycles. Deformable models have two categories: parametrized and non-parametrized. Readers are referred to surveys in [135] and [176, Ch. 13] about the use of deformable models in medical imaging.

Parametrized deformable models are generally defined in terms of basis functions [213, 212], with coefficients forming the parameters to be estimated. Compared to the small number of parameters in global models, the number of parameters is large, often proportional to image resolution and dimension. Basis functions can

\(^4\)Cameras are not really pin-hole. They are approximately pin-hole when the aperture is small.
have either infinite support or finite support. One example of infinite support is Fourier basis functions [4]. The disadvantage of infinite support is that a change on a single parameter affects the whole transformation. It is often undesirable because this global influence makes it difficult to model and to adjust deformations locally in isolation. Hence, it is not a surprise that local-support basis functions are more popular in deformable image registration.

Local-support basis functions have non-zero values only in a small region and are zero everywhere else. Various basis function have been proposed for the use in the image registration, including piecewise linear models [70], piecewise cubic models [71], cubic B-splines [175, 177, 214], and truncated Gaussian kernels [189] (more details in [244]).

There are also other parametrized deformation functions not using basis functions. In particular, deformations are defined local/piecewise affine transformations [57, 97, 161, 163, 239]. Each of the affine transformations is estimated and only applicable to a small region. The deformations between regions are computed by (linearly) interpolating the affine transformations. This approach has the advantage that the overall transformation is linear and easy to estimate.

Lastly, local deformations can also be modeled using implicit functions, such as displacement fields. The registration is then formulated with partial differential equations and can be solved by finite element methods [87, 86].

### 2.3 3d scene to 2d image registration

According to the scheme shown in Figure 2.1, image registration methods can also be classified according to the spatial dimension of image and scene. One category is 3d-to-2d (scene-to-image) registration.

3d-to-2d registration has a wide variety of application, spreading across several areas — camera calibration [5, 234, 204, 224, 241], location recognition and camera pose estimation [95, 111, 123, 173], and simultaneous localization and mapping [60, 66, 77, 158, 183].

As shown in Section 2.2.1.3, the perspective camera matrix can be decomposed
into intrinsic and extrinsic parameters (Equation 2.8). Camera calibration methods generally focus on the estimation of the intrinsic parameters, often including lens distortion terms. By contrast, camera pose and location recognition techniques often presume the camera is pre-calibrated or the camera intrinsic parameters are known a priori and estimate only the extrinsic parameters [119, 123, 158, 173]. There are also methods that emphasize the estimation of both [235, 237].

2.3.1 Structural Features

One type of 3d-to-2d registration method is based on extraction and matching of structural features, such as line segments, between the model and the image. This has been used in urban environments for refining an initial camera position estimate relative to a 3d model [120, 194]. Vanishing points detected from parallel lines are used in [173] to estimate a hand-held camera location and orientation with respect to a database of views of building facades. Similarly, Liu and Stamos [119] extract line segments from the model and the image, compute three sets of major vanishing points to determine the intrinsic parameters and the orientation, and cluster line segments to form a parallelepiped to determine the translation. However, since these methods require detection of at least two sets of orthogonal parallel lines and calculation of the intersection points, due to noise contamination and pixel discretization, the estimation of intrinsic parameters can be unstable and error-prone, resulting in inaccurate results.

In addition to geometric features, Troccoli and Allen compute shadows from the range date using the prior knowledge about the position of the sun in the sky. They estimate the camera pose by matching the shapes of shadows detected in the image and the shapes of computed shadows projected onto the image. The optimization is carried out by simulated annealing.

The above methods extract features, e.g. line segments, from the range data to drive the registration. Besides range data, Umeda, Godin, and Rioux also employ laser reflectivity data and estimate the pose by maximizing the similarity between the image and the projected laser reflectance image [227].

The camera extrinsic parameters are often referred to as “camera pose”. 
Due to the high dimension of the search space and the difficulty of the optimization, this type of methods often presumes a simplified camera model and no lens distortion. As the result, these methods are most often seen applied to camera pose estimation or location recognition problems.

2.3.2 SLAM

Simultaneous Localization And Mapping (SLAM) is a technique used in robotics to construct a map of an unknown environment while at the same time keeping track of robot location. Robot positioning is difficult because of the inherent uncertainties in determining the robot’s relative movements from its sensors [151]. In our discussion, we focus on robots equipped with cameras and using images to find its location.

Se, Lowe and Little [183] extract SIFT keypoints [122], back-project them into 3d using a trinocular stereo vision system, and match them against keypoints stored in the 3d scene model. Matches from different keypoints are combined using RANSAC and Hough methods to estimate the location of the robot. Newman, Cole and Ho [158] match subsequences of images taken by a mobile robot equipped with both intensity cameras and range scanners in order to solve the “loop closure” problem. Keypoints are extracted and clustered as the basis for matching image subsequences. Techniques are introduced for handling repetitive appearance, and the relative pose is solved using image-based techniques for initialization and the associated range data for refinement. Gutmann and Konolige [77] exploit odometry to initialize 3d-to-3d registration in solving the loop-closing problem. Several systems have been developed to exploit the abundance of predominately linear features in a urban environment to supplement GPS information [66] or to solve the “kidnapped robot” problem — identifying the location of the robot without prior knowledge of its position [173]. Recently, Fraundorfer and Bischof [60] addressed the “kidnapped robot” problem by matching an image against a piecewise planar (indoor) scene model, initializing based on a single keypoint match, confirming through correlation, and then estimating pose.
2.3.3 Camera Calibration

Camera calibration is the process of determining the intrinsic and extrinsic camera parameters. It is closely related to the estimation step in image registration techniques — the parameter estimation uses feature correspondences formed between the 3d model and the 2d image. Unlike image registration, the matching process can be either automatic or manual. Another difference is that the calibration images are often taken with calibration targets placed in the scene. Other techniques — “self calibration” methods — calibrate a camera without the presence of a calibration target, but require multiple views \[56, 130, 167\]. Although self-calibration is outside the scope of this thesis, a survey of self calibration can be found in \[85\].

Planar calibration targets are widely used in camera calibration \[5, 204, 224, 241\]. Comparative reviews with accuracy evaluation can be found in \[5, 38\]. Zhang \[241\] and Sturm \[204\] separately-but-simultaneously suggested estimating a simplified camera from plane homographies using orthogonality constraints. Since each homography has eight degrees of freedom and the camera extrinsic parameters have six, each homography provides two constraints on the intrinsic parameters. As a result, one homography can be used to compute the scaling factors of \(x\) and \(y\) axes while holding other intrinsic parameters as fixed. Sturm and Maybank carefully studied the singular configurations of this method where multiple solutions exist for one configuration \[204\]. Tsai proposed a two-step method which first computes the \(3d\) rotation and translation on the \(x\) and \(y\) axes using displacement vectors originated from the center of the image and they during the second step computes the focal length, distortion coefficients, and translation on the \(z\) axis \[224\]. During the first step, this method assumes the principal point is at the center of the image and there is no skew. All parameters are iteratively optimized after the two steps. Weng also proposed a two-step method alternating between computation of the intrinsic and extrinsic parameters and computation of the radial, tangential, and thin-prism distortion coefficients \[234\].

Several camera calibration papers estimate the camera intrinsic parameters radial lens distortion coefficients by straightening lines in the image \[2, 50\]. Similarly,
Caprile and Torre estimate the camera intrinsic parameters using the vanishing points of parallel lines in the image to determine the image of the absolute conic \[35\]. However, since they do not assemble image registration methods, we will not focus on these methods.

### 2.3.4 Medical Domain

There is a large volume of papers published in medical imaging on 3d-to-2d registration. For instance, Cyr et al. presented a method to register a 3d CT volume with a target 2d X-ray view by minimizing the difference between the target X-ray view and a constructed view of the 3d CT volume data \[46\]. In a similar 3d-to-2d vascular image registration work, Lau and Chung matched the digital reconstructed radiograph of the 3d model with the target 2d image \[111\]. To avoid local minima, they systematically generated sample poses and applied Powell’s optimization method at different resolution levels. In order to automate the navigation of a surgical robot, Iwashita et al. applied steepest descent on a distance map to compute the object pose that best aligns the 3d model and the target 2d image without external markers or special measurement devices \[95\]. Finally, McLaughlin et al. conducted a comparison study between a intensity-based method and a feature-based method for 3d-to-2d registration in the context of neurointerventions concluding that the intensity-based method is more accurate while the feature-based method has a wider capture range and is less expensive computationally \[136\].

### 2.4 Multi-image registration

The above discussion has focused on the registration of two images. In many cases, the registration of a set of images (larger than two) is desirable for applications ranging from panorama formation \[23, 180, 191\], super resolution \[34, 187\], to (temporal) change detection \[172\].

#### 2.4.1 Bundle Adjustment

The goal of multi-image registration is to compute a set of globally-consistent transformations between all pairs of images \[191, 23\]. Simple approaches include
registering images to the panorama one at a time [209], or, when dealing with a video sequence, aligning each frame to the previous one [94]. However, error accumulates along the process and misalignments appear between images. For instance, when closing a loop using a cylindrical model, the last image does not overlay with the first one consistently. It is because the transformations obtained locally between images are not accurate enough to form a globally-well-aligned panorama.

The solution is to distribute errors evenly across all overlapping images, using a technique called bundle adjustment, which first appeared in photogrammetry. This technique simultaneously adjusts the transformation parameters for all overlapping images [220]. It was first applied to general structure-from-motion problems in computer vision [208], then later to multi-image registration [180, 191]. Bundle adjustment is formulated using correspondences from overlapping image pairs — a feature-based approach. Though it is possible to simultaneously minimize photometric differences between all overlapping image pairs [180], it is computationally too expensive as it involves all overlapping pixels and re-warping these pixels at every iteration. Using sparse feature correspondences is much more efficient and is the path often taken [23, 34, 192, 196, 207].

2.4.2 Panorama Construction

The construction of a panorama is worth mentioning as it is one of the most popular applications that require image registration of multiple images. The major steps of panorama construction process include registering image pairs, extracting correspondences from the registered pairs, jointly estimating the transformation aligning all images (bundle adjustment), and constructing the actual panorama by transforming images and blending pixel intensities. The final step can be as easy as computing an intensity average at each pixel. However, this usually does not work very well, due to vignetting, exposure differences, mis-registration, scene movement, or other artifacts that would corrupt in the final mosaic. There are two important aspects to be considered: seam selection and the blending technique [207]. To select an optimum seam between images, dynamic programming [47], graph-cut [1], and vertex cover [228] methods have been applied to calculate a seam that has minimum
differences between two images. The actual blending can be done using a weighted average based on a distance map (feathering) [228], a band-pass Laplacian pyramid [23, 28], wavelets [205], or gradient domain blending [1].

2.5 Summary

This chapter has summarized image registration methods with an emphasis on the to-be-optimized metric: 1) feature-based methods, 2) intensity-based methods, 3) mutual-information-based methods. These methods were discussed in the context of 2d-to-2d pairwise image registration. In addition, we discussed 3d-to-2d image registration methods and multi-image registration methods aiming at aligning multiple images.
CHAPTER 3
Automated Masking

3.1 Overview

Automatic masking is an important process for retinal image analysis, especially for retrospective studies in which images are digitized from slides.

Our approach exploits a variety of techniques in the literature, including the active contours, dynamic programming, K-means clustering, and edge detection. Active contours (snakes) were first introduced by Kass in 1988 [100]. In 1990, Amin [3] proposed exploiting dynamic programming for the optimization of active contours and claimed that this approach resulted in the global optimum within the discretized search window. Among the many techniques that have been proposed for edge detection [21, 83, 105], Canny’s method [33] is among the most commonly used. K-means classification algorithm, presented in detail by Hartigan [81], has been widely used in many applications.

There are two major steps in our method: detection and refinement. Detection is carried out on a coarse scale of the image by generating a set of mask boundary candidates and locating the one that best separates the background from the retina surface. Following detection, refinement is applied in a coarse-to-fine manner, using an active contour technique. The final boundary is smoothed and a mask image is produced. The method is outlined in Figure 3.1 and is demonstrated step by step in Figure 3.2.

In the experiments, we use a development set of 29 retinal images and then evaluate the algorithm on a set set over 2,000 images. We also show quantitatively the accuracy of automatically generated mask images when compared to the known ground truth mask.

3.2 Detection

Most of the difficulty in automatic masking lies in detecting the (approximate) location of the mask boundary. As we have observed in Figure 1.6, the masks do
1. **Pre-processing**
   
   (a) Build a Gaussian image pyramid
   (b) Calculate intensity gradients at each level of the pyramid

2. **Detection**
   
   (a) Apply the modified K-means
   (b) Apply Canny edge detection
   (c) Combine the K-means result, the edges, and the gradient image to produce *verified points*.
   (d) Form the 1st mask boundary candidate based on the *verified points*.
   (e) Link the Canny edgels chains to form other mask candidates.
   (f) Compute the objective function value (Equation 3.4) for each candidate.
   (g) Choose the one candidate that has the minimum value of the objective function.

3. **Refinement**
   
   • Repeat
     (a) Refine the current boundary by applying an active contour technique.
     (b) Propagate the boundary to a finer resolution
   • Until it reaches the original image resolution.

4. **Contour smoothing and mask image generation.**

**Figure 3.1: Outline of the automatic masking**

not have a fixed shape. Also, the outmost boundary may be incorrect due to the scanning process. The mask area is not entirely dark and homogeneous. We make an assumption that the mask is a convex shape (excluding the upper-right tag). Restricting the mask to a convex shape is useful when dealing with images where the intensities of retina pixels are close to those of the mask region, such as the example shown in Figure 1.6a and Figure 1.7a.

The detection of mask boundary contour is based on a combination of a mod-
Figure 3.2: Demonstration of the automatic masking method: a) input images, b) the result of Canny edge detection, c) the segmentation result, d) after applying the connected components on the segmentation labels, e) the verified boundary points (red are verified and blue are failed), f) the boundary points of the best candidate
ified intensity-based K-means segmentation method and the Canny edge detection method, applied at the coarsest resolution of a Gaussian pyramid. Intensity and edge information is used in a combined way because neither one is sufficient: without edge information, dark retina area may be indistinguishable from the mask (see the example shown in Figure 1.6a and Figure 1.7a); whereas without intensity information, the mask boundary may be broken into edge segments and indistinguishable from other edges (Figure 3.3). Combining both information gives a higher detection rate (details are discussed in Section 3.4).

3.2.1 Modified K-means

First, a modified version of K-means is applied to divide the image into two clusters: the foreground (the retina) and the background (the mask). It takes the intensity of each pixel and alternates between 1) computing the statistics within each cluster (estimation step) and 2) re-clustering the pixels according to the distance calculated using the statistics (labeling step). The use of K-means comes from the observation that the foreground is a single region, generally bright, high in contrast, and located around the center of the image, whereas the background, when compared to the foreground, is generally darker and homogeneous and located on the periphery of the image.

We compute the robust mean and variance for each cluster and use Mahalanobis distance for the labeling. Robustness is needed because there are artifacts in the image and because the intermediate steps may contain incorrect labels. For color images, we assume the covariance matrix is a diagonal matrix, i.e., RGB channels are independent. Thus, the mean and variance are estimated separately for each channel. The overall distance is a sum of the Mahalanobis distances computed from each of the three channels.

During the estimation step, an M-estimator is used to compute the mean and variance. As there is no closed-form solution, we apply an Iterative Re-weighted Least Squares (IRLS) method [74, 137, 200]. Denote the image as a function \( I(x, y) \). At a floating point location the intensity is linearly interpolated. Define the label \( l \in \{b, f\} \) as background, \( b \), or foreground, \( f \). Then the set of pixels in the foreground
is $C_f$ and the set of pixels in the foreground is $C_b$, the estimation of the mean and the variance for a cluster $l$ (either $l = b$ or $l = f$) and a channel $c$ is carried out by:

$$\mu_{l,c} = \frac{\sum_{j \in C_l} w_{l,c}^r(x_j, y_j; w_{l,c}^s(x_j, y_j) I_c(x_j, y_j)}{\sum_{j \in C_l} w_{l,c}^r(x_j, y_j)}$$

$$\sigma_{l,c}^2 = \frac{\sum_{j \in C_l} w_{l,c}^r(x_j, y_j) w_{l,c}^s(x_j, y_j) (I_c(x_j, y_j) - \mu_{l,c})^2}{\sum_{j \in C_l} w_{l,c}^r(x_j, y_j) w_{l,c}^s(x_j, y_j)}, \quad (3.1)$$

where $w_{l,c}^r(x_j, y_j)$ is the standard M-Estimator weighting using the estimates from the previous IRLS iteration:

$$w_{l,c}^r(x, y) = \frac{\rho'((I_c(x, y) - \mu_{l,c})/\sigma_{l,c})}{(I_c(x, y) - \mu_{l,c})/\sigma_{l,c}}. \quad (3.2)$$

$\rho(u)$ is the Beaton-Tukey robust loss function [10]

$$\rho(u) = \begin{cases} a^2/6[1 - (1 - (u/a)^2)^3], & |u| \leq a \\ a^2/6, & |u| > a \end{cases} \quad (3.3)$$

$w_{f}^s(x_j, y_j)$ and $w_{b}^s(x_j, y_j)$ are radial weighting functions computed from the radial distance from the image center, $(x_c, y_c)$:

$$w_{f}^s(x, y) = 1 - \frac{r(x, y)}{r_{\text{max}}} \quad w_{b}^s(x, y) = \frac{r(x, y)}{r_{\text{max}}}$$

where $r(x, y) = \sqrt{(x - x_c)^2 + (y - y_c)^2}$ and $r_{\text{max}} = \max_{(x, y) \in I} r(x, y)$.

IRLS alternates between the robust weight $w_{l,c}^r(x, y)$ computation and the estimation of the mean $\mu_{l,c}$ and the variance $\sigma_{l,c}^2$ until convergence. The computation is repeated for each channel and for each cluster.

The next step is to “label” pixels using Mahalanobis distance, which is summed across all channels: $d_f^2(x, y) = \sum_c \frac{(I_c(x, y) - \mu_{l,c})^2}{\sigma_{l,c}^2}$ and $d_b^2(x, y) = \sum_c \frac{(I_c(x, y) - \mu_{l,c})^2}{\sigma_{l,c}^2}$. In K-means, a pixel is labeled to the cluster by which its distance is minimized. For instance, if $d_f^2(x, y) > d_b^2(x, y)$, the pixel is classified as foreground, while if $d_f^2(x, y) \leq d_b^2(x, y)$, the pixel is background.

To get the modified K-means started, initial statistics are computed from pre-
defined regions: pixels along the perimeter of the image are background, whereas pixels inside a small 20x20 box placed at the image center are foreground. Then the modified K-means method iterates until the labels no longer changes. The results are shown in Figure 3.2c.

After convergence, the result needs to be cleaned in order to joint the dark vessels to the foreground and remove artifacts in the background. A morphological closing operator with a $3 \times 3$ square kernel is applied to the label image followed by connected-components on the labels. The resulting label image often resembles the mask image in the coarse scale (the left column of Figure 3.2c and also Figure 3.3d). But in some cases, this label image is incorrect (the right column of Figure 3.2c). The latter indicates the need to exploit other information, such as edges.

### 3.2.2 Edge Detection

Edge detection is carried out by the commonly-used Canny edge detector [33], which finds points with large gradient magnitudes, applies non-maxima suppression, groups the points into *edgel chains* using hysterisis, and prunes short edgel chains. The results of Canny edge detection are shown in Figure 3.2b and in Figure 3.3a. The readers should pay attention to Figure 3.3, where the mask boundary is broken into several edgel chains and linked with vessel boundaries. This indicates that we cannot solely rely on edge detection to get the mask.

### 3.2.3 Verified Points

The modified K-means does not always produce satisfactory labeling. However, even when it fails, many labels are still correct. Defining the “boundary points” as the foreground pixel whose at least one of the 4-connected neighbors labeled as background, we hence propose to *verify* these boundary points.

For each of the boundary points, the verification process examines pixels in a 3x3 window with two criteria: 1) the pixel is an edge point and 2) the directional derivative projected onto the normal direction — normal to the boundary contour — is larger than a threshold (empirically defined as 2) and is no less than 1/2 (also empirically defined) of the gradient magnitude. A boundary point is a *verified* point if both criteria are met for at least one point within the 3x3 window. Intuitively, the
Figure 3.3: An example where the modified K-means and verified points are better than grouping of edgel chains. (a) shows the Canny edgel chains. (b) shows in yellow the best edgel chain groups that achieves the minimum objective function value. (c) shows in yellow the resulting piecewise linear contour from the best edgel chain groups. (d) shows the result of the K-means segmentation and (e) the verified points. (f) shows in yellow the best piecewise linear contour when taking the verified points into account.

*verified* boundary points are the ones on strong edges and with one side classified as the foreground and the other side as the background. The verified boundary points are shown in Figure 3.2e. Notice that most of the boundary points that coincide with the real mask boundary are verified and the ones failed are mostly off the real mask boundary.

### 3.2.4 Creation of Mask Boundary Candidates

The mask boundary is selected from a set of the mask boundary candidates. The set of candidates are formed in the following two ways: 1) one candidate is created from *verified* boundary points and 2) many candidates are created by grouping the edgel chains. Given a candidate (either verified points or a group of edgel chains), a convex hull is created by using the Graham’s scan[72]. Holding the shape unchanged, the convex hull is converted into a piecewise linear contour. The nodes on the convex hull form the control points of the piecewise linear contour. For example, the boundary candidate is shown in Figure 3.3b and the resulting piecewise
linear contour is shown in Figure 3.3c. Each boundary candidate, represented by the convex piecewise linear contour, is to be evaluated in the next section.

Grouping edgel chains is inspired by the observation that the mask boundary is usually detected as edges. But, when mask boundary intersects vessels, the mask boundary is unlikely to be detected in one complete edgel chain, but in multiple segments (Figure 3.3a). To cope with this, we enumerate all combinations of 4 or fewer number of edgel chains (Figure 3.3b). This often results in a large number of candidates. Many of them, however, are unnecessary and slow down the evaluation process. For each combination, we verify that the resulting linear piecewise contour 1) contains the image center and 2) covers at least half of the circle arc with respect to the image center. The latter is to be done in the following steps. 180 rays are emitted from the image center, one for every 2°. The coverage vote of an edgel chain increments when a ray intersects it. During the verification, if the sum of coverage votes of edgel chains is below 90 (half circle as 2° per vote), the combination is discarded. This verification is simple but quite effective — the number of generated candidates is reduced to between a half and one tenth of all possible combinations.

3.2.5 Candidate Evaluation and Selection

Denoting $k_i$ ($i \in [1...n]$) as the control points on a piecewise linear contour, each linear segment of the contour can be written as:

$$C_i(u) = \begin{cases} (1-u)k_i + uk_{i+1} & \text{if } i \in [1...n-1], \\ (1-u)k_n + uk_i & \text{if } i = n. \end{cases}$$

Though this representation is only continuous but not differentiable, its simplicity and local control property (one control point only affects two neighboring segments) are more desired. More importantly, this piecewise linear model can be used to model an abrupt change on the mask boundary. While other higher-order and smoother contour representations can be used, we will show that this piecewise linear contour is suitable for the masking purpose.

The candidate contours are evaluated with an objective function defined as follows. Denote the set of points on the contour as $C = \{C_i(u) | \forall u \in [0, 1], \forall i \}$ and
the normal direction of point \( \mathbf{p} \) on the contour as \( \mathbf{n}_p \). Again taking the original image as \( I \), we can write the gradient as \( I_g \) and the binary image of verified boundary points as \( I_v \). Then the objective function can be written as:

\[
E = -\sum_{\mathbf{p} \in C} \{ I(\mathbf{p}) + c_1 |\eta^\top_p I_g(\mathbf{p})| + c_2 I_v(\mathbf{p}) \} \quad (3.4)
\]

The objective function is designed to pull the contour towards pixels with high intensities and high gradients and towards verified points. We have chosen empirically the coefficients to be \( c_1 = 30 \) and \( c_2 = 100 \).

In the set of boundary candidates, the one that minimizes this objective function is selected as the mask boundary. In Section 3.3, this mask boundary detected at the coarse level will be refined in a coarse-to-fine manner.

### 3.3 Refinement

We adopt active contours for refinement of the mask boundary selected by the foregoing method. An active contour (or a “snake”), first introduced by Kass in [100], is a curve or a contour that evolves from its initial position toward the position that minimizes an objective function. The optimization is usually carried out by variational calculus approaches. One of the most commonly used solves the Euler-Lagrange necessary condition [100] for the solution representing the optimum curve/contour. There are a few disadvantages to this approach:

1. There is no guarantee on either the global or the local optimality because it is not a sufficient condition.

2. The use of higher-order derivatives, resulting from the Euler-Lagrange condition, often leads to numerical instability.

3. It is often difficult to incorporate hard constraints.

Similar to active contours, level set methods are also widely used to evolve contours [37, 102, 131, 156, 157, 159, 185]. Compared to active contours, level set methods usually do not preserve topology \(^6\), i.e., contours can split or merge. But

\(^6\)There are topology-preserving level set methods [78]. But they are not of concerns here.
level set methods also suffer from the same disadvantages as above. Moreover, as a retina surface always appears as one region in the image, we prefer to maintain the topology of contour. Therefore, we are not going to take the level set approach.

In 1990, Amin proposed the use of dynamic programming to optimize the active contour [3]. Dynamic programming guarantees the global optimality within the search window. It is easy to incorporate hard constraints and different internal energy terms. Also, dynamic programming does not require evaluating any higher order derivatives than the ones presented in the objective function and hence they are less sensitive to noise.

There are disadvantages to using dynamic programming. First, the time complexity of dynamic programming is related to the contour representation, the objective function, and to the hard constraints. — usually exponential in the number of control points needed to evaluate the objective function or the constraints (will be discussed later). Second, the search space is discretized —- only a small number of fixed steps can be taken during each iteration. Nevertheless, the ability to adopt hard constraints and the global convergence property outweigh the disadvantages. Besides, the discrete search space is not a concern because, for the masking purpose, the mask boundary can usually tolerate inaccuracy within a few pixels. The accuracy of masking algorithm will be evaluated in the Section 3.4. The issue of time complexity will be discussed in more detail in Section 3.3.2.

The objective function used in the active contour technique is expanded from Equation 3.4 to include regions inside and outside of the contour. As shown in Figure 3.4, points within two strips along the contour will be considered in the new objective function. We still denote the normal direction of point \( p \) on the contour as \( \eta_p \), but now have it pointed to the interior of the region enclosed by the contour. Pixels within the strip located inside the contour can be expressed as \( p + j\eta_p \), \( j > 0 \), whereas the pixels on the outside strip as \( p - j\eta_p \). The new objective function is
written as:

\[
F = E + E^+ + E^-
\]

\[
E^+ = -\sum_{p \in C} \sum_{j=0}^{j_0} \left\{ w_G(\frac{j}{j_0})I(p + j\eta_p) - c_3Q(I(p + j\eta_p)) \right\}
\]

\[
E^- = -\sum_{p \in C} \sum_{j=0}^{j_0} \left\{ -w_G(\frac{j}{j_0})I(p - j\eta_p) - c_1|\eta_p^T I_g(p - j\eta_p)| \right\}
\]

\[
Q(x) = \begin{cases} 
-x - \frac{\mu_b}{\sigma_b} + a & \text{if } x < \mu_b + a\sigma_b, \\
0 & \text{otherwise}
\end{cases}
\]

where \( E, \) defined in Equation 3.4, is the cost evaluated along the contour and \( E^+ \) (\( E^- \)) is the cost evaluated inside (outside) the contour. \( w_G \) is a Gaussian weighting function.

The function \( Q \) penalizes pixels that have similar appearances as the background. As we discussed before, the background (mask) is generally dark and homogeneous, with the exception of tagging identifiers. Once we determine the initial mask contour, the mean \( \mu_b \) and the standard deviation \( \sigma_b \) can be estimated robustly from pixels outside of the contour using IRLS method and the formulation presented in Equation 3.1. This estimation is done only once and the statistics are held fixed throughout the refinement process. The constant \( a \) is set to 1 and \( c_3 \) to 150.

Putting this together, \( E^+ \) maximizes pixel intensities and penalizes pixels similar to the background. By contrast, \( E^- \) minimizes pixel intensities and penalizes the gradient normal to the contour, which generates a pulling force when there is a parallel edge outside of the contour.

The optimization is carried out by dynamic programming as described in [3]. We rewrite the objective function \( F \) (Equation 3.5) with respect to the control points \( u_i \) of linear segments:

\[
F(k_1, k_2, \ldots, k_n) = F_1(k_1, k_2) + F_2(k_2, k_3) + \ldots + F_n(k_n, k_1)
\]
Figure 3.4: This shows the strips used in the objective function: $C^-$ is the strip outside of the contour (background), and $C^+$ is the strip inside of the contour (foreground).

We address one important issue not mentioned in Amin’s paper [3]. As a closed contour, the fact that the first control point $k_1$ appears on both the first segment $F_1(k_1, k_2)$ and the last $F_n(k_n, k_1)$ violates the requirements of dynamic programming. The solution is to apply exhaustive search on the first control point $k_1$. By holding $k_1$ fixed at each possible position, we use dynamic programing to solve for the remaining control points. We define a partial sum function as follows:

$$
G_2(k_2) = F_1(k_1, k_2)
$$

$$
G_3(k_3) = \min_{k_2} [G_2(k_2) + F_2(k_2, k_3)]
$$

$$
G_4(k_4) = \min_{k_3} [G_3(k_3) + F_3(k_3, k_4)]
$$

$$
\vdots
$$

$$
G_i(k_i) = \min_{k_{i-1}} [G_{i-1}(k_{i-1}) + F_{i-1}(k_{i-1}, k_i)]
$$

$$
\vdots
$$

$$
\hat{G} = \min_{k_n} [G_n(k_n) + F_n(k_n, k_1)]
$$

(3.6)

$\hat{G}$ is the minimum value of the objective function (Equation 3.5). The contour resulting in this minimum value can be found out by the backward method: for each control point $i = \{n-1, n-1, \ldots, 2\}$ , the optimum location of $k_i$ is the one that minimizes $G_i(k_i) + F_i(k_i, k_{i+1})$. 

We denote the search window size as $m$ ($m = 4$ as we search over 4 immediate neighboring pixels) and still use $n$ to denote the number of control points of the piecewise linear contour. At each step of dynamic programming, there are $m$ entries of $G_i(k_i)$ values to be filled in. For each entry, the minimization is carried out over $m$ possible values. Therefore, the dynamic programming procedure has complexity $O(nm^2)$. Combining with the exhaustive search for the first control point, the complexity for each iteration of contour evolution is $O(nm^3)$.

3.3.1 Hard Constraints

The convexity constraint, which is difficult to enforce in the variational calculus approaches, now can easily be incorporated into dynamic programming. It can be achieved by enforcing the cross product of directional vectors between consecutive control points to be non-positive:

$$H(k_{i-1}, k_i, k_{i+1}) = (k_{i+1} - k_i) \times (k_i - k_{i-1}) \leq 0, \quad (3.7)$$

where the 2D cross product is defined as $u \times v = u_0v_1 - u_1v_0$.

Combining the convexity constraint with the objective function $F$ (Equation 3.5), we obtain a new objective function $F'$:

$$F'(k_1, k_2, \ldots, k_n) = \sum_{i=1}^{n-2} F'_i(k_i, k_{i+1}, k_{i+2}) + F'_{n-1}(k_{n-1}, k_n, k_1) + F'_n(k_n, k_1, k_2).$$

Each segment is

$$F'_i(k_i, k_{i+1}, k_{i+2}) = \begin{cases} F_i(k_i, k_{i+1}) & \text{if } H(k_i, k_{i+1}, k_{i+2}) \leq 0, \\ +\infty & \text{if } H(k_i, k_{i+1}, k_{i+2}) > 0 \end{cases} \quad (3.8)$$

Because three control points are needed to evaluate a segment (instead of two),
the new partial sum function \( G' \) has two parameters (instead of one):

\[
G'_2(k_2, k_3) = F'_1(k_1, k_2, k_3) \\
\vdots \\
G'_{i}(k_i, k_{i+1}) = \min_{k_{i-1}} \left[ G'_{i-1}(k_{i-1}, k_i) + F'_i(k_{i-1}, k_i, k_{i+1}) \right] \\
\vdots \\
\hat{G'} = \min_{k_n} \left[ G'_n(k_n, k_1) + F'_n(k_n, k_1, k_2) \right].
\]

(3.9)

### 3.3.2 Efficiency of Contour Evolution

As mentioned above, the time complexity increases exponentially w.r.t. the number of parameters needed to evaluate the objective function or the constraints. Now that three control points are needed to evaluate a segment \( F'_i(k_i, k_{i+1}, k_{i+2}) \), the time complexity increases to \( O(nm^5) \), because of \( m^2 \) entries of \( G'_i(k_i, k_{i+1}) \) and \( m^2 \) entries for the exhaustive search.

Notice the evaluation of \( F_i(k_i, k_{i+1}) \) is the most expensive among all operations because the computation involves examining a large number of pixels within the forementioned strips (Figure 3.4) from \( k_i \) to \( k_{i+1} \). A straight-forward implementation of dynamic programming using Equation 3.9 needs to evaluate \( F_i(k_i, k_{i+1}) \) \( O(nm^5) \) times, which is expensive.

The solution is in the structure of \( F'_i(k_i, k_{i+1}, k_{i+2}) \) shown in Equation 3.8. Notice only two parameters \( k_i \) and \( k_{i+1} \) are needed to evaluate \( F_i(k_i, k_{i+1}) \). We create a table to cache all values of \( F_i(k_i, k_{i+1}) \) for each iteration of contour evolution. As there are \( n \) nodes in the piecewise linear contour, the table has \( n \) rows and \( m^2 \) columns, which requires \( nm^2 \) evaluations of \( F_i(k_i, k_{i+1}) \) to fill in. Other operations, such as the cross product \( H(k_{i-1}, k_i, k_{i+1}) \), are trivial to compute. Through the use of this cache table, the running time is now reduced close to when using the objective function \( F \) in Equation 3.5 (without the convexity constraint).

This solution implies the complexity of active contours solved by dynamic programming is closely related to the contour representation. In comparison, the addition of hard constraints or internal force terms, such as the thin plate energy, has only small effect on the computation time (when taking the above approach).
observation justifies our choice on piecewise linear contour representation as this representation, though not smooth, results in low time complexity when evolving using dynamic programming. One may argue that piecewise linear contour is not smooth and unfit for human aesthetics. In the following section, we will show that, with a simple additional modification, the resulting contour is smooth.

### 3.3.3 Contour Smoothing and Mask Image Generation

The refinement is completed once it reaches the finest scale. As a final step, the resulting piecewise linear contour is replaced by a quadratic spline in Bézier form[55, Ch.3,7] for better visualization. The Bézier form has the advantage that the estimated curve resides within the convex hull (shown in Figure 3.5).

In general, for a control point $k_{i+1}$ and the two neighboring control points $k_i$ and $k_{i+2}$ on the piecewise linear contour, the corresponding Bézier spline segment is given by

$$B_i^2(t) = (1-t)(k_i + k_{i+1})/2 + 2t(1-t)k_i + t^2(k_{i+1} + k_{i+2})/2$$

It can easily be shown that the Bézier spline is continuous and first-order differentiable.

As can be seen from Figure 3.5, the Bézier spline is tangential at the midpoint of each linear segment (when $t = 0$ and $t = 1$) and is smooth around the sharp corners. It will be shown in the Section 3.4 that the mask boundary computed using the Bézier spline form is very close to the ground-truth mask image.
At the end of the computation, a binary image is generated as the final result: pixels inside the mask boundary contour (the retina surface) are labeled with “1”, whereas pixels outside (the mask) are labeled with “0”. This binary label image is also called “mask image” for short.

3.4 Experiments

The experiments are conducted on four sets of retinal images.

- “Development” set contains 29 greyscale and color images. These images are used in the development of the masking method.

- “Digital” set contains 380 greyscale images, each with resolution 1024 × 1024. These images were acquired from a single digital fundus camera and share one common mask.

- “Slides” set contains 1182 color images with resolution 1472 × 1000 scanned from positive slides. These slides had been taken from eyes with various pathologies, such as those caused by Age-related Macular Degeneration and diabetic retinopathy, with acquisition time spanning more than 10 years. The images have masks similar in shape, but shifted and rotated during the scanning process. There are also artifacts from scanning process or from the acquisition, such as tagging identifiers, dirt and hairs.

- “Misc” set contains 546 greyscale and color images with resolutions ranged from 500 × 430 to 4008 × 2672, including scanned slides, digital images, fluorescein angiogram sequences. The masks of these images vary in shape, in size, in location and in orientation.

The parameters (mainly the coefficients used in the objective function in Equation 3.5) are chosen based on the observations made with the “development” set. Then, the masking method, with parameters fixed, is applied blindly to the other three sets. Taking one retinal image as the input, the masking method described as above produces a binary-label mask image (described in Section 3.3.3) as the
Figure 3.6: The masking results of images in Figure 1.6. Masks are superimposed on the images. Red indicates the detected retina and blue indicates the detected mask.

The first test is a quantitative experiment on the quality of the generated mask. The experiment is conducted on the “digital” set. Since all the images in this set share a common mask, we can compare the automatically generated mask images with the ground truth. The ground-truth mask image is extracted manually in a photo-editing software (GIMP) using a simple thresholding operation as the background is homogeneous with a fixed intensity value. When comparing the generated mask image with the ground truth, the number of pixels with incorrect labels are counted. The summary of the comparison is presented in Table 3.1. Overall, fewer than 1% of the pixels are mis-classified for any of the 380 images.

For the other two sets — “slides” and “misc”, the ground truth is not available. Because the masks vary across images, it is too difficult to create the ground-truth mask image for each individual image. Therefore, the results are evaluated in a qualitative way: for each image, the mask image is superimposed on the original, which is visually examined by a fellow graduate student. A mask image is deemed as correct if 1) the generated mask boundary is close to the real boundary and 2) it does not mislabel the background area (but it can mislabel a few foreground pixels.
Table 3.1: Quantitative results on the quality of masking using the 380-image “digital” set. The generated mask images are compared with the manually-extracted ground-truth mask image. The column marked as “false retina” indicates the number of pixels labeled as the retina but in fact are the mask, whereas “false mask” indicates the number of pixels labeled as mask but in fact are the retina.

<table>
<thead>
<tr>
<th></th>
<th>false retina</th>
<th>false mask</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pixels</td>
<td>percentage</td>
</tr>
<tr>
<td>Min</td>
<td>10</td>
<td>0.00%</td>
</tr>
<tr>
<td>Max</td>
<td>5446</td>
<td>0.51%</td>
</tr>
<tr>
<td>Average</td>
<td>831</td>
<td>0.08%</td>
</tr>
</tbody>
</table>

In Section 3.2, during the detection of mask, we combine edge with intensity information to guide the generation of mask boundary candidates. To examine why both are needed, we conduct the following experiments on the 29-image “development” set. First, we apply the complete masking technique, resulting in 28 success and 1 failure (also determined by the fellow student). Second, when taking out the modified K-means, which results in no verified points, the number of failures increases to 4. Third, when taking out the Canny edge detection, which results in only one mask boundary candidate—the verified points, the number of failures increases to 16. The increases on the number of failures indicates that it is necessary to combine edge and intensity information and form multiple boundary candidates.

In Section 3.3.2, we propose a cache table to speed up the active contour optimization using dynamic programming. To extract all 29 mask images from the “development” set, our automatic method took 150 seconds in total, whereas without the cache table, it took 555 seconds in total. The speedup is significant with the cache table.

Figure 3.7 show failure examples of masking. The reasons for failures include 1) a bright region in the mask area (Figure 3.7a) and 2) the background statistics adversely affected by the double boundaries (Figure 3.7b and Figure 3.7c). Ad-
Table 3.2: Summary of masking results on three sets of retinal images. “Digital” is the set of images acquired by one digital camera. “Slides” is the set of pathological images that were scanned from slides. “Misc” is the set has a variety of images, including digital ones, scanned slides, cropped ones and FA sequence.

<table>
<thead>
<tr>
<th>Set Name</th>
<th>total</th>
<th>correct</th>
<th>incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>development</td>
<td>29</td>
<td>28</td>
<td>1</td>
</tr>
<tr>
<td>digital</td>
<td>380</td>
<td>380</td>
<td>0</td>
</tr>
<tr>
<td>slides</td>
<td>1182</td>
<td>1176</td>
<td>6</td>
</tr>
<tr>
<td>misc</td>
<td>546</td>
<td>540</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 3.7: Examples of failures. The first row is the original images the second row is images with mask superimposed. The red indicates the foreground and blue indicates the background.

justing parameters according to these images may be able to improve. But unless we establish a model explicitly for images with double boundaries, it is difficult to eliminate all failures in this category.

3.5 Summary

We have presented a fully automatic technique that segments a retina image into the retina region and the mask region. This technique is robust to different camera models, illumination changes, and scanning artifacts and therefore is applicable to a large variety of retina images, including scanned slides, cropped images, digitally-acquired ones, and FA sequences.

Other than the experiments presented in this chapter, the automatic masking
method is also applied as a preprocessing step for image registration algorithms [199, 223] and change detection algorithms [153, 172]. The feedback on its use has been positive thus far.
CHAPTER 4
Covariance-Driven Mosaic Formation from
Sparsely-Overlapping Image Sets

4.1 Overview

In this chapter we consider the problem of refining the multi-image alignment of retinal images. This occurs as a later stage of RIVERS after masking (Chapter 3), pairwise image registration [199], and linear joint registration [31]. This problem occurs because in some situations, especially for pairs with small overlap, there are still misalignments in the mosaic. These are due to the failure of pairwise registration and hence the lack of constraints (see Figure 1.8 for example). It is difficult or even impossible to improve the pairwise registration algorithm to align these images, because with such small amount of overlap, there may not even be enough constraints\(^7\) available to produce a stable transformation!

Our approach is to search for new correspondences between these images in the context of the joint registration (mosaicing). These constraints are then incorporated back into multi-image without generating an intermediate pairwise alignment. Though these newly-added constraints are not enough to estimate a stable pairwise estimate, they are enough to bring the two images into alignment in the joint registration, because the joint registration “borrow” constraints from other pairwise alignments. There are two advantages to this approach: a) the overlapping pairs that fail pairwise registration are roughly aligned in the joint registration due to the propagation of the constraints between images and b) the covariance matrix computed during the joint registration can be used to guide the search of new correspondences.

---

\(^7\)By saying “constraints”, we mean feature correspondences that contribute in the estimation of transformation.
4.1.1 Related Literature

The mosaicing problem has received a significant amount of attention both in the computer vision literature [160, 180, 191, 23] and the ophthalmology literature [49, 231]. Several papers focus on mosaicing video sequences, where the overlap between images tends to be relatively high [90, 94, 109, 191]. Sawhney et al. addressed the question of low image overlap, using the global inferencing of topological relationship between images to generate additional inter-image constraints [179].

Bundle adjustment technique is well-known in the area of multi-image registration. It simultaneously (or iteratively) refines the transformation estimates and the feature location estimates [220]. This technique is most widely used in structure-from-motion, where the feature locations in the scene must also be estimated [91, 114, 171, 203, 242]. When constructing mosaics, however, we are interested in only the transformations. Thus, several methods on mosaic construction apply a bundle-adjustment-like optimization to enforce consistency between all images, but do not estimate the true feature locations [23, 31, 90, 180, 181, 191]. As the goal of bundle adjustment is to enforce consistency between all images and distribute errors evenly across all feature correspondences, we will loosely refer to the optimization techniques used in the above methods (both structure-from-motion and mosaic construction) as bundle adjustment techniques without making distinctions between them.

Many of these mosaic construction methods [160, 180, 191, 23], including the structure-from-motion methods [23, 31, 90, 180, 181, 191], apply bundle adjustment techniques based on pre-determined pairwise relationship. None of them consider or try to fix misalignments occurred on image pairs which the pairwise registration method fails upon.

4.1.2 Approach

The major steps of mosaic construction include registering pairs of image, extracting constraints from the registered pairs, and jointly estimating the transformations aligning all images using the extracted constraints. (A final step of constructing the actual mosaic by transforming and blending the images is not discussed
here.) Let \( \mathcal{I}_0, \ldots, \mathcal{I}_N \) be a set of images, and let \( A \) be an algorithm for registering pairs of images. We assume \( A(\mathcal{I}_i, \mathcal{I}_j) \) produces two types of output if it successfully aligns \( \mathcal{I}_i \) to \( \mathcal{I}_j \): \( \Theta_{i,j} \) is the set of estimated transformation parameter values, and \( C_{i,j} \) is a set of inter-image constraints — corresponding points. For simplicity in this discussion, we assume \( A \) is applied to all possible image pairs. The result can be viewed as a connectivity / topology graph: each image forms a vertex, and an edge is formed between vertices \( i \) and \( j \) when \( A(\mathcal{I}_i, \mathcal{I}_j) \) is successful (Figure 1.8). The final step, which we will call the “joint alignment” step, simultaneously estimates the final transformations \([191]\) using all the constraint sets \( C_{i,j} \), essential the bundle adjustment technique \([220]\).

This technique will produce a final set of transformations for all images if the topology graph is connected. This does not ensure accurate alignment, however, especially when the graph is sparsely connected and there is relatively little overlap between some images. Two images, such as \( \mathcal{I}_4 \) and \( \mathcal{I}_5 \) of Figure 1.8, may overlap without there being enough information for pairwise registration to succeed. In the context of multi-image registration, constraints from nearby images may not be enough to force consistency between these images during joint alignment. The result can be clear misalignments.\(^8\)

There are three key criteria for the success of a pairwise registration method: 1) the initialization, 2) the number of constraints (correspondences), and 3) the stability of the resulting transformation. Taking \( \mathcal{I}_4 \) and \( \mathcal{I}_5 \) in Figure 1.8 as an instance, though there exists a sufficient number of constraints (points sampled along the vessel contour), it is difficult to produce a correct initialization. Second, even if there is an initialization, the final pairwise transformation by itself is not stable — not enough constraints in the vertical direction. When given only \( \mathcal{I}_4 \) and \( \mathcal{I}_5 \), Hence, the two images cannot be aligned because of the aforementioned reasons. When given multiple images, \( \mathcal{I}_1 \) to \( \mathcal{I}_5 \), however, we are able to establish correspondences between \( \mathcal{I}_4 \) and \( \mathcal{I}_5 \) and compute a transformation estimate between them.

\(^8\)We stress that the problem is not with pairwise registration. There aren’t sufficient constraints in the images shown in Figure 1.8 for estimation of the 12-parameter transformation necessary to align retinal images.
The key problem addressed here is how to generate additional constraints, beyond the results of pairwise registration, in order to avoid misalignments in the final, joint alignment. Sometimes the misalignment may be small, which would allow a technique like incremental block matching [191] — a search using a square window of 32, 16, or 8 pixels within the range of half window width — to succeed. At other times, the misalignment may be much greater. We handle this by using the alignment uncertainty to drive the generation of additional constraints. The covariance matrices of the transformation parameters estimated in the joint alignment are computed — even for transformations between image pairs that did not register pairwise. These are used to compute error covariances on the inter-image mapping of feature points, which guides the search for new correspondences. These correspondences are used in turn to refine the joint estimate. The effect of these techniques is illustrated in Figure 4.1. In short, we are using transformation parameter covariances to drive the generation of constraints between images even when pairwise registration fails. These additional constraints are not enough to make pairwise registration succeed, but they are enough to improve the results of joint alignment and eliminate most misalignments in the final mosaic.

In this chapter, the pairwise registration algorithm $A$ is treated as a black box. The actual algorithm [199] works automatically, either producing an accurate alignment between image pairs, or indicating that they can not be aligned. Experimental validation on an extensive data set has shown in [223] that this pairwise registration algorithm does NOT very likely produce incorrect alignments.

In the retina application, the alignment of two-dimensional images uses a 12-parameter quadratic transformation model [32, 199]. Given two images, $I_m$ and $I_n$, let $p = (x, y)^T$ be a pixel location in $I_m$, and $p' = (x', y')^T$ be the transformed location in $I_n$. Define $X(p) = (x^2, xy, y^2, x, y, 1)^T$. Then the transformation of $p$ onto $p'$ is

$$p' = T(p; \Theta_{m,n}) = \Theta_{m,n}X(p), \quad (4.1)$$

where $\Theta_{m,n}$ is a $2 \times 6$ parameter matrix.\textsuperscript{9} This model is accurate to less than a pixel.

\textsuperscript{9}Abusing notation for the sake of convenience, in other contexts we may interpret $\Theta_{m,n}$ as a $12 \times 1$ parameter vector as well.
Figure 4.1: Three iterations of the covariance-driven process of adding constraints and refining the transformation estimates, shown for the rectangular region highlighted in Figure 1.8. The 2nd column shows the centerline points of $I_5$ (solid segments) mapped onto $I_4$ and its centerline points (dotted segments). The misalignment at the top of the region is most prominent, especially in the first iteration. The 3rd column shows sampled transfer error covariance matrices — the two orthogonal eigenvectors are represented by a cross, with the length proportional to the corresponding eigenvalues. The axis corresponding to the larger eigenvalue is drawn in white. The 4th column shows new generated correspondences. Clearly, as the iterations proceed, the alignment, the covariance matrices and the matching error improve dramatically.
on 1024 × 1024 retinal images [199].

The pairwise algorithm generates constraints based on the location of blood vessel landmarks — branching and cross-over points of the retinal vasculature — and, more importantly, points along the centerlines of the vasculature [32]. Vessels are used because they are prominent, static and easily detectable. (The appearance of the non-vascular background tends to vary with illumination, and background structures such as waste deposits and pathologies tend to change over time.) The centerline points are discrete samples along fairly straight contours, so that precisely matching and aligning them is unrealistic (the aperture problem for registration). Instead, the constraints for registration are alignment of a centerline point from one image with a linear approximation to the centerline contour in the other. Algebraically, if \( p_{m,i} \) is a centerline point location in image \( I_m \) and if \( p_{n,j} \) is a centerline point location in image \( I_n \) with local contour normal \( \hat{n}_{n,j} \), then the “normal distance” error of the transformation is

\[
(\Theta_{m,n}X(p_{m,i}) - p_{n,j})^T\hat{n}_{n,j}.
\] (4.2)

This measures the signed distance of the mapping of \( p_{m,i} \) to the line through \( p_{n,j} \) with normal \( \hat{n}_{n,j} \).

Based on this discussion, we can now define the correspondence sets that emerge from pairwise registration. The set of image pairs for which \( A \) succeeds is \( \mathcal{P} = \{(m, n)\} \). Here, order matters because pairwise registration may in rare cases succeed from \( I_m \) to \( I_n \), but not vice-versa. For each \( (m, n) \in \mathcal{P} \), the constraint set is

\[
\mathcal{C}_{m,n} = \{(p_{m,i}, \hat{n}_{m,i}; p_{n,j}, \hat{n}_{n,j})\}.
\] (4.3)

Finally, each constraint in each constraint set has a weight associated with it, \( w_{m,n;i,j} \), computed using robust M-estimator weighting [200]. It is important to note that this weight is the usual robust weight multiplied by \( 1/\sigma_{m,n}^2 \), where \( \sigma_{m,n}^2 \) is the robustly computed variance of the pairwise alignment error between \( I_m \) and \( I_n \). This normalizes the weights appropriately for different image pairs.
4.2 Joint Alignment

The first consideration in developing our technique is to present the joint alignment estimation equations. By specially designating one image \( I_0 \) as the “anchor image” on which to construct the mosaic (e.g. \( I_4 \) in Figure 1.8), our goal is to estimate the transformations \( \Theta_{1,0}, \ldots, \Theta_{N-1,0} \) of the remaining \( N-1 \) images onto this anchor using the set of constraint sets \( \{ \mathcal{C}_{m,n} \} \). This generates \( N-1 \) of the \( N(N-1) \) interimage transformations. We can choose each of the other images as the anchor in turn in order to estimate the remaining interimage transformations. This capability is important to the constraint generation procedure described below.

For a designated anchor, we divide the set of image pairs \( \mathcal{P} \) in two: \( \mathcal{P}_D = \{ (m,0) \mid (m,0) \in \mathcal{P} \} \) and \( \mathcal{P}_I = \{ (m,n) \mid m \neq 0,n \neq 0,(m,n) \in \mathcal{P} \} \). In words, \( \mathcal{P}_D \) is the set of pairs involving the anchor directly (“direct constraints”), while \( \mathcal{P}_I \) is the set of pairs that do not involve the anchor image (“indirect constraints”). These two constraint sets are treated separately in the joint alignment.

We have two choices in computing the joint alignment. The first, used in our previous work in matching vascular landmarks [31], ignores the normal directions in order to define a least-squares error norm based on Euclidean feature-point distances:

\[
E(\Theta_{1,0}, \ldots, \Theta_{N,0}) = \sum_{(m,0)\in \mathcal{P}_D} \sum_{(i,j)\in \mathcal{C}_{m,0}} w_{m,0;i,j} \| \Theta_{m,0} X(p_{m,i}) - p_{0,j} \|^2 + \sum_{(m,n)\in \mathcal{P}_I} \sum_{(i,j)\in \mathcal{C}_{m,n}} w_{m,n;i,j} \| \Theta_{m,0} X(p_{m,i}) - \Theta_{n,0} X(p_{n,j}) \|^2. \tag{4.4}
\]

The first term measures errors against feature locations in the anchor image, while the second term measures inconsistencies in the mapping of corresponding, but non-anchor features. This is quadratic in the transformation parameters and therefore can be solved non-iteratively.

The second choice, introduced here, defines a weighted least-squares error norm
based on normal distances:

$$E_{\tilde{\eta}}(\Theta_{1,0}, \ldots, \Theta_{N,0}) =$$

$$\sum_{(m,0) \in \mathcal{P}_D} \sum_{(i,j) \in \mathcal{C}_{m,0}} w_{m,0;i,j} \left[ (\Theta_{m,0} \mathbf{X}(p_{m,i}) - p_{0,j})^T \hat{\eta}_{0,j} \right]^2$$

$$+ \sum_{(m,n) \in \mathcal{P}_I} \sum_{(i,j) \in \mathcal{C}_{m,n}} w_{m,n;i,j} \left[ (\Theta_{m,0} \mathbf{X}(p_{m,i}) - \Theta_{n,0} \mathbf{X}(p_{n,j}))^T \hat{\eta}_{n,j} \right]^2. \quad (4.5)$$

The issue here is that the transformation of each centerline point normal direction, $\hat{\eta}_{n,j}$, depends on the transformation parameters. Thus, we no longer have a quadratic estimation problem and must resort to an iterative technique. We initialize the parameters using Euclidean distances as in (4.4). Then we alternate (a) estimating the normals using the Jacobian of the transformations and (b) re-computing the estimates using (4.5) and fixed normals. This converges quickly.

The algorithm in Can et al. [31] using the objective function (4.4) stops at this point. The new technique described in this chapter then generates covariance matrices of all transformation parameter estimates and uses them to guide the generation of new constraints.

### 4.2.1 Covariance Matrices

The last step of our joint alignment estimation algorithm for a fixed set of constraints is to compute the covariance matrix of the estimated parameters. We can obtain an approximate covariance by inverting the Hessian matrix of (4.5) evaluated at the estimate [169, Ch. 15] [154, Ch. 7]:

$$\Sigma_\Theta = H^{-1}(E_{\tilde{\eta}}(\hat{\Theta})). \quad (4.6)$$

Normally, this would be multiplied by the variance of the alignment errors, but these values are already factored into the robust weights used in (4.5). The result is a $12N \times 12N$ matrix. It can be shown that the individual covariance matrices $\Sigma_{i,0}$ are obtained by simply extracting the appropriate $12 \times 12$ subblock.

Obtaining this covariance matrix is the major reason why the more complicated objective function in (4.5) is used instead of (4.4): it gives a more reliable
indication of the uncertainty. To demonstrate this intuitively, consider for example the alignment of two images with two parallel lines each, and a fixed set of correspondences along these lines (Figure 4.2). Using the Euclidean distance in (4.4), a shift of the transformation along the lines (Figure 4.2d and Figure 4.2e) would increase the error proportionally, even though the lines themselves would still be registered. Thus, the transformation would appear much more stable that it truly is. Using (4.5) would correctly make this transformation appear unstable. This is crucial for correctly guiding the matching process.

Figure 4.2: Demonstration of uncertainty in transformation when aligning two lines. (a) and (b) show points sampled on two lines. (c) shows an alignment between Image 1 and Image 2, while (d) and (e) show alignments where Image 1 (or (a)) slides up and down along the lines. The covariance matrix computed from Equation 4.5 correctly indicates the uncertainty whereas the one from Equation 4.4 does not.

4.3 Generating New Constraints

Our next step, and the most important innovation of the chapter, is to use the joint alignment transformation estimates and covariance matrices to generate
new correspondences. In doing so, we consider any pair of images \( I_m \) and \( I_n \) that overlap (based on the joint alignment) or nearly overlap and that were not aligned successfully by the pairwise registration algorithm. These image pairs generally have low overlap — in practice overlap for these pairs is always lower than 35% of the image area and is generally much lower. We do not consider adding constraints for the image pairs that were aligned by pairwise registration because the pairwise constraints are always sufficient for accurate results in the joint alignment step.

Once the unregistered pairs are identified, each pair is tested in turn for the generation of new constraints. To simplify the process, pair \((m, n)\) is only tested when \( I_n \) is the anchor image, i.e. \( n = 0 \). All pairs are eventually considered by varying the choice of anchor image. It is important to note that we obtain a covariance matrix for the mapping of \( I_m \) onto \( I_0 \) even though there is no pairwise result. This covariance depends on indirect constraints (see Equation 4.5).

We infer new constraints relative to the anchor, iteratively switching which image is chosen as the anchor, but always using all constraints in refinement. For pair \((m, 0)\), the following steps are repeated until the estimate converges

1. Initialize an empty constraint set \( C_{m,0} \).

2. Identify the centerline points in both images that fall in or near the apparent overlap region based on the transformation estimate \( \hat{\Theta}_{m,0} \). Denote these as \( P_m \) and \( P_0 \), respectively (suppressing the dependence of each set on the other image in the notation).

3. For each centerline point \( p_{m,i} \in P_m \):

   (a) Map \( p_{m,i} \) onto \( I_0 \) to compute location

   \[
   \hat{p}'_{m,i} = \hat{\Theta}_{m,0}X(p_{m,i})
   \]

   (b) Compute the uncertainty covariance matrix of this mapping \( \Sigma_{p'_{m,i}} \) (Figure 4.1).

   (c) Find the centerline point \( p_{0,j} \) from \( I_0 \) minimizing the square Mahalanobis
distance to this transformed location. In particular,

\[ p_{0,j} = \arg\min_{\mathbf{p} \in P_0} (\hat{\mathbf{p}}_{m,i} - \mathbf{p})^T \Sigma_0^{-1} (\hat{\mathbf{p}}_{m,i} - \mathbf{p}) \quad (4.7) \]

(d) Add the constraint \((\mathbf{p}_{m,i}, \hat{\eta}_{m,i}; p_{0,j}, \hat{\eta}_{0,j})\) to the constraint set \(C_{m,0}\) (Figure 4.1).

4. Estimate the transformation error scale \(\sigma_{m,0}\) and compute the weights \(w_{m,i;0;j}\) for the new correspondence set.

5. Temporarily add the image pair \((m, 0)\) to the set of direct constraint pairs, \(P_D\), and re-estimate the joint alignment transformations and covariances as described in Section 4.2 using all direct and indirect constraint sets.

After convergence, a test is made to verify the consistency of the final constraint set \(C_{m,0}\). If it passes, image pair \((m, 0)\) is added to the set of image pairs, \(P\), and \(C_{m,0}\) is retained. Thus, constraints between images \(I_m\) and \(I_0\) are added, even though pairwise registration did not succeed.

The rest of this section describes a few of the steps in more detail.

### 4.3.1 Mapping Error and Matching

The uncertainty in point location mapping is computed from the covariance of the transformation parameter estimate. This uses the forward transfer error [82, Ch. 4]. The mapped point \(\hat{\mathbf{p}}_{m,i} = \hat{\Theta}_{m,i} \mathbf{X}(\mathbf{p}_{m,i})\) is a random variable because it relies on the transformation, which is also a random variable \(^{10}\). Its covariance matrix can be approximated from \(\Sigma_{\hat{\Theta}_{m,0}}\) and the Jacobian, \(\mathbf{J}\), of the transformation evaluated at \(\mathbf{p}_{m,i}\):

\[ \Sigma_{\hat{\mathbf{p}}_{m,i}} = \mathbf{J} \Sigma_{\hat{\Theta}_{m,0}} \mathbf{J}^T \quad (4.8) \]

Examples of these transfer error covariance matrices are shown in Figure 4.1. Notice how these change spatially and, as expected, have their major uncertainty axis along the vessel directions.

\(^{10}\)For simplicity, we do not treat \(\mathbf{p}_{m,i}\) as a random variable because feature location error is generally much small than errors in the transformation.
When searching for the correspondence, minimizing the Mahalanobis distance for mapped point $\hat{p}_m'$ is more challenging than minimizing Euclidean distance. This minimization is accomplished in two steps. First, with the centerline points organized into a spatial data structure, our algorithm first gathers all possible $I_0$ centerline points in a square region surrounding $\hat{p}_m'$ whose width is determined by the maximum eigenvalue of $\Sigma_{\hat{p}_m'}$. Second, the correspondence is found by exhaustively searching this (generally small) set for the centerline point minimizing the Mahalanobis distance.

### 4.3.2 Scale Estimation and Weight Calculation

Denote by $r_{m,0;i,j}^2$ the square Mahalanobis distance between the transformed point $\hat{p}_m' = \Theta_{m,0}X(p_{m,i})$ and its matching point $p_{0,j}$. Prior to re-estimating the joint alignment, we use the set of these distances to robustly estimate scale and to weight each individual correspondence. The scale, $\sigma_{m,0}$, is computed using a technique that automatically estimates and adjusts for the fraction of inliers [148]. The weights are computed using standard M-estimator weighting, multiplied as above by the inverse variance:

$$w_{m,0;i,j} = \frac{1}{\sigma_{m,0}^2} \frac{\rho'(r_{m,0;i,j}/\sigma_{m,0})}{r_{m,0;i,j}/\sigma_{m,0}}.$$  \hfill (4.9)

The Beaton-Tukey robust loss function is as follows [10]:

$$\rho(u) = \begin{cases} 
\frac{a^2}{6}[1 - (1 - \frac{|u|}{a})^3], & |u| \leq a \\
\frac{a^2}{6}, & |u| > a
\end{cases}$$  \hfill (4.10)

### 4.3.3 Verification of Constraint Sets

After the iterations of match generation, weight calculation, and transformation re-estimation have converged, the constraint set must still be validated. This decides if image pair $(m,0)$ will be added to the constraint set. The test is simple. For each generated match, let $d_{m,i:0,j}$ be the normal distance, computed as in
Equation 4.2. Compute the weighted average of these distances:

\[ e_{m,0} = \sum w_{m,0;i,j} |d_{m,0;i,j}| \div \sum w_{m,0;i,j} \].

We call this measure the “Centerline Error Measure” or CEM [32, 199]. The constraint set is verified and retained permanently if \( e_{m,0} \) is lower than a threshold, empirically determined in previous work to be 1.5 pixels. CEM, with the same threshold, is used to verify pairwise matching results. Thus, covariances and the Mahalanobis distance are used to “pull in” new correspondences for unregistered image pairs, but the final verification is as stringent as in pairwise registration.

### 4.4 Experiments

We have applied this technique to image sets taken from a large patient database of retinal images. We selected a few to present here to illustrate the algorithm. In some cases, we’ve chosen a subset of the data sets to obtain a sparser set of images. In other cases, such as shown in Figure 4.3, the original image set has sparse overlap on the periphery of the retina. (Here we only show images from above and to the right of the optic disk.) These are representative of the images being acquired with newer imaging systems.

We can evaluate the results in several ways. The first is a simple visual evaluation of the mosaics constructed with and without the application of the new technique. This is perhaps the most important, but also the most subjective measure. Doing this (see for example Figures 4.1, 4.3, and 4.4), show clear cases of misalignment before application of the new technique and none afterwards.

The other two ways of evaluating the results are numerical. Table 4.1 presents statistics on the successes and failures of the algorithm. These are evaluated for pairs that overlap but are not aligned by the pairwise algorithm. A success is declared if constraints are generated and verified by the new technique. A failure is declared otherwise. Combining the raw numbers, the algorithm has a 60% success rate on this preliminary test set. One of the eight failures has an image pair overlap of 17.8% of the image area, but examining these images shows no common constraints in the
Table 4.1: Summary of the success rate for 4 image data sets. The column labeled “images” indicates the number of image used in the test. The column labeled “pairs” indicates the number of pairs that overlap but do not have a pairwise registration result; these are candidates for the addition of constraints. The column labeled “successes” indicates the number of pairs for which a constraint set was generated and verified. The column labeled “failures” indicates the number of failed pairs. Finally, the last column indicates the fraction of image overlap of the failed pairs.

<table>
<thead>
<tr>
<th>Set</th>
<th>images</th>
<th>pairs</th>
<th>successes</th>
<th>failures</th>
<th>Max overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0.4%</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>2.8%</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>2</td>
<td>17.8%</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1.1%</td>
</tr>
</tbody>
</table>

Table 4.2: Effect of the constraints addition on the average error in alignment (CEM). The second and third columns show the average CEM before and after application of the new technique for unregistered, but overlapping image pairs. The fourth and fifth columns show the average CEM before and after for registered image pairs.

<table>
<thead>
<tr>
<th>set</th>
<th>The pair</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>before</td>
<td>after</td>
</tr>
<tr>
<td>1</td>
<td>2.43</td>
<td>0.88</td>
</tr>
<tr>
<td>2</td>
<td>1.92</td>
<td>1.30</td>
</tr>
<tr>
<td>3</td>
<td>1.16</td>
<td>1.10</td>
</tr>
<tr>
<td>4</td>
<td>0.82</td>
<td>0.48</td>
</tr>
</tbody>
</table>

The final numerical evaluation is to study the centerline error measure (CEM). Table 4.2 and Table 4.3 show two important results. First, as expected, the CEM for previously unaligned image pairs improves substantially. Second, the CEM for previously aligned image pairs does not increase significantly. In other words, the addition of the new constraints corrects the bad results without biasing the previously good results.

Overall, these experiments have shown the efficacy of our new techniques both visually and numerically.
Table 4.3: Effect of the constraints addition on the maximum error in alignment (CEM). The second and third columns show the maximum CEM before and after application of the new technique for unregistered, but overlapping image pairs. The fourth and fifth columns show the maximum CEM before and after for registered image pairs.

<table>
<thead>
<tr>
<th>set</th>
<th>The pair before</th>
<th>The pair after</th>
<th>Others before</th>
<th>Others after</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.48</td>
<td>0.93</td>
<td>0.79</td>
<td>0.84</td>
</tr>
<tr>
<td>2</td>
<td>3.40</td>
<td>1.56</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>3</td>
<td>1.97</td>
<td>1.80</td>
<td>1.31</td>
<td>1.32</td>
</tr>
<tr>
<td>4</td>
<td>1.26</td>
<td>0.58</td>
<td>0.59</td>
<td>0.59</td>
</tr>
</tbody>
</table>

4.5 Summary and Conclusions

We have presented a technique that constructs mosaics of sparsely-overlapping image sets, and demonstrated this technique on retinal fundus image sets. The primary technical contribution of this chapter is the use of uncertainty to drive the formation of new matching constraints between unregistered image pairs in the context of multi-image alignment. This is particularly important for low overlap images and images with sparse feature sets such as the blood vessels of retinal images. We have shown that this technique corrects misalignments in sparsely overlapping image sets without sacrificing overall accuracy.

From the applications perspective this technique is crucial for moving retinal image registration and mosaicing techniques out of the laboratory and into the clinic. Mosaics for most image data sets can be constructed seamlessly without using the new techniques; a few can not. These few, however, can ruin the utility of a system. By adding the diagnostic and refinement capabilities of the covariance-driven techniques described here, we have developed a reliable, autonomous retinal image registration and mosaicing system.
Figure 4.3: A subset of a 30-field image set illustrating misalignment before application of the new covariance-driven constraint-generation technique (top) and correction afterwards (bottom). The image sections shown to the right show regions of misalignment (top) and their correction (bottom) using the new technique.
Figure 4.4: A third example result. The top shows a mosaic with centerline points drawn on it. The solid lines are centerline points from one image whereas the dotted ones are from another. The highlighted rectangular region is shown in expanded view (center left) and the corrected version is shown next to it (center right). The final mosaic is shown at the bottom.
CHAPTER 5
Generalized Dual-Bootstrap ICP

5.1 Overview

Building on the success of the RIVERS system for retinal image registration, we would like to take a step further — to align images taken of natural scenes and to tackle the retinal images failed by the RIVERS without having the need to extract features specific to retinal images. More importantly, we would like to extend the success of our work to different imaging modalities, such as Infrared, and MRI.

The issues lie in both the photometric and geometric aspects of the images to be registered. Photometrically, images are acquired by different modalities, with different illumination, or with occlusions. Geometrically, images are related by some unknown translation, rotation, and scaling, as well as camera and projective distortions, which require non-linear transformation models, such as homography with radial lens distortion coefficients. In addition, some images may have low overlap, making it more difficult to determine the transformation.

In this chapter, we focus on these issues and tackle the three technical challenges described in Chapter 1 — initialization, estimation, and decision. In particular, the estimation of transformation is built with the extension of the Dual-Bootstrap algorithm (demonstrated in Figure 5.1). New feature extraction and decision criteria are developed to address these issues.

5.1.1 Related Techniques

The general literature on image registration was presented in Chapter 2. We focus our attention here on four classes of methods that appear most appropriate for the general-purpose registration problem being addressed.

- ICP and feature-based methods There are two common problems with feature-based methods and ICP: (1) ICP has a narrow domain of convergence and therefore must be initialized relatively accurately; and (2) feature extraction can be unreliable and overly sensitive to the choice of parameters and the
image content. (We will address both issues.) As an improvement, Expectation Maximization (EM) algorithms have broader domain of convergence. While this approach can improve the robustness and reliability of ICP, it has not been shown to work on data sets as difficult as our test suite. We discuss this further in Section 5.7.

• **Keypoint Indexing Methods** While this approach has all the steps needed for a general-purpose registration system, it has important limitations for the types of image pairs considered in this chapter. Most importantly, experiments on our test suite show that keypoint indexing and matching methods only produce a small number of correct matches, occasionally none and sometimes fewer than 10 out of the top 100 matches. Finding an accurate estimate in this case is either impossible, or requires an expensive, combinatorial search of possible match sets. It is possible that more sophisticated keypoint detection, description and matching methods will make this overall approach viable for such challenging image pairs, but this is not the direction taken in this chapter.

• **Mutual Information** For the current problem mutual information is less useful than it might first appear. First, algorithms based on MI [59, 164] are only estimation techniques and include neither initialization nor decision techniques. The former is often not a problem in medical applications, and the latter is often left to human judgment. Moreover, MI minimization procedures are often quite sensitive to local minima, a crucial concern when aligning low-overlap image pairs.

• **Direct Methods** These techniques require good initialization, although coarse searches of the translation-only parameter space have sometimes been proven effective [179]. Moreover, direct methods have not yet been demonstrated on registration problems involving substantial scale and orientation differences between images. Finally, no decision criterion is associated with these methods.
5.1.2 Approach

We propose an end-to-end registration algorithm — actually a system of algorithms — for aligning pairs of images using parametric global transformation models, building heavily on existing techniques. We use our test suite both to carefully evaluate the main components of our algorithm and to demonstrate its overall effectiveness. The primary novelties of our work are in the construction of the overall algorithm, the design and interrelationship of the components, and the validation of the system and the components. As an illustration of this, the alignment process is driven by image features extracted using auto-correlation matrices [182], which have been widely used in Harris corner detectors and its variants [12, 80, 143]. Our implementation produces edge-like as well as corner-like features distributed throughout the images, even in extremely low-contrast regions. By stressing dense coverage of features in images we ensure that features will nearly always be available, trusting the robustness of the matching and estimation algorithms, as well as the decision criteria, to avoid the effects of inconsistencies between images. Thus, the novelty is in tailoring feature extraction for general-purpose registration rather than feature extraction per se.

As mentioned earlier, the three primary components of the system are the initialization algorithm, the estimation technique, and the decision criteria:

- The initialization method uses extraction and matching of keypoints [122]. But unlike current techniques it does not attempt to combine matches in any way. Instead, each match is used to generate an initial similarity transformation that is accurate only in a small region surrounding the matched keypoints from each image. There are two reasons for this. First, as suggested above, for challenging image pairs a relatively small fraction of keypoint matches is correct — too small for effective use of minimum-subset random sampling search techniques. Second, for the keypoint matches that are correct, our growth-and-refinement based estimation procedure usually aligns the images accurately. Both reasons will be illustrated experimentally.

- The estimation technique starts with the initial local regions and associated transformation estimates, treating each one individually and in succession.
The goal for each region and estimate is to expand the region to cover the entire overlap between images while refining the estimate each time the region changes. This can be thought of as keeping the estimate close to the optimum as the problem grows in complexity. At the same time, as more information is incorporated, it may be possible to switch to a higher-order transformation model that more accurately describes the mapping of larger image regions. These intuitions are realized by generalizing the Dual-Bootstrap ICP algorithm, originally proposed for retinal image registration [199]. Several generalizations are needed to make this work. The most important is the use of generic features, as discussed above, in place of detected blood vessels to drive registration. Other enhanced techniques include bidirectional, across-scale matching between images, region growth in both images, use of a more general model selection technique, and an estimation technique that accounts for variations in feature location uncertainty. It is interesting to note that these generalizations allow the new algorithm to handle some retinal image pairs that the original algorithm could not.

- The decision technique determines if an estimate generated by the Dual-Bootstrap algorithm is indeed a correct alignment of the two images. The technique combines novel decision criteria that measure accuracy, consistency and stability in the alignment.

The overall procedure takes an ordered sequence of initial estimates (generated from keypoint matching) and applies Dual-Bootstrap ICP to each in succession. Following the convergence of each Dual-Bootstrap estimate the decision criteria are applied. If the estimate passes these tests, it is accepted as correct and the two images are considered registered. Otherwise, the process continues to the next initial keypoint estimate. It stops with failure if none succeed. The complete algorithm will be referred to as the Generalized Dual-Bootstrap ICP — GDB-ICP for short.

The remainder of this chapter describes the details of GDB-ICP and then evaluates it on our test suite of challenging image pairs (Figure 1.9, Figure 1.10, Figure 1.11, and Figure 1.12). The experimental analysis demonstrates the overall performance of the algorithm and explores the significance of many of the individ-
ual components and design decisions. Importantly, this includes testing on not only the image pairs that overlap and should therefore be registered but also all possible image pairs, including those with no overlap. The chapter concludes with a discussion of the strengths and limitations of GDB-ICP, and its relationship to other techniques.

5.2 Initialization

Our initialization method is based on Lowe’s multiscale keypoint detector and SIFT descriptor [122]. This has proven to be the most effective in the experimental evaluation of [142]. We have used both our own implementation and the one used in the above evaluation with approximately equal success. We have also used affine-invariant multiscale Harris corners [143], and again the differences in results were minor. The results reported here used the implementation from [142].

Here is a summary of the initialization method. Each Lowe keypoint is a local maximum of the magnitude of the Laplacian-of-Gaussian operator in both spatial and scale dimensions. A neighborhood is established at each keypoint, with size determined by the keypoint scale and orientation determined by the local gradient direction. The intensity gradient vectors within this neighborhood are collected in histograms to form a 128-component SIFT descriptor vector. All SIFT vectors are stored in a spatial data structure, one for each image. Keypoint matching between images occurs by taking the keypoints from one image and using their descriptors to index into the data structure for the other image. The descriptor distance, measured as the Euclidean distance between vectors, is computed for each candidate match. The two closest matches for each descriptor are found and the ratio of the distances to the closest and second closest is calculated. Lowe establishes a upper bound threshold on this ratio of 0.8, and considers only matches below this threshold. Instead, we sort the matches by the ratio and test the top $N$ in order, stopping when GDB-ICP produces an estimate that the decision criteria accept or when all $N$ matches have been tested unsuccessfully. We have found $N = 50$ to be a good, conservative choice. The initial similarity transformation is established from the positions of the two keypoints, the orientations of their dominant intensity
Figure 5.1: Example steps of the Dual-Bootstrap growth and refinement process on the Day-Night Summer pair. The checkerboard images above show the alignment results and bootstrap region for iterations 0, 3, 6 and 9. The yellow rectangle outlines the bootstrap region in one image. Within this region, which is where the computation is focused, the alignment is generally accurate. Outside the region, especially for the small regions early in the computation, the alignment tends to be inaccurate. As the bootstrap region expands, more and more of the images are accurately aligned. The final alignment is shown in Figure 5.9.
Figure 5.2: Initial keypoint match and side-by-side alignment for one of our winter-summer pairs. The image region on the right has been scaled by a factor of 2.25, and there are substantial illumination, blurring, and changes (snow) between the regions.

gradients, and their scales (Figure 5.2). The initial bootstrap region is a square centered at each keypoint location, with half width $30 + 3s_i$, where $s_i$ is the scale of the $i$th keypoint in the image where it is detected. This width setting ensures that there are enough constraints for Dual-Bootstrap to start successfully for keypoints of various scales. One initial region is generated on each of the two images, centered at the keypoint location. Together with the initial transformation, they are provided as input to the Dual-Bootstrap.

One important consideration is why should keypoint descriptors designed only for invariance to linear changes in intensity be useful in multimodal image registration. Indeed, as we will see experimentally, keypoint matching is the least successful component of our algorithm. On the other hand, our algorithm relies on finding only one correct keypoint match, and in generating this match, the descriptors do not have to match exactly. Instead they must only be distinct from other matches. Furthermore, local intensity differences between analogous keypoints in different modalities are sometimes well-approximated by linear transformations. These two observations explain why matching of Lowe keypoints successfully generates at least a few correct matches on a variety of multimodal pairs.

5.3 Feature Extraction

The Dual-Bootstrap procedure is feature-driven for two reasons. First, matching image features provides direct measurement of the geometric alignment error.
Figure 5.3: Examples of substantial variations between image regions due to illumination differences, scale differences, and physical changes (snow).

This is needed to compute the statistics that drive the growth, model selection and decision processes. The second reason is motivated by the changes seen between images that must be aligned. Much of the image texture and details may change between images — e.g. snow covering rooftops, leaves missing, textured regions falling into deep shadows — but structural outlines usually remain unchanged (Figure 5.3). These outlines, large or small, can be captured by properly-extracted features.

As discussed in the introduction, the primary consideration in designing the feature extraction method is not obtaining a complete or a perceptually-significant set of features. It is solely to extract features useful to drive the alignment process. Because of this, our goal is a feature-extraction method that (a) does not depend on thresholds or parameters that must be tuned to individual image content, (b) produces repeatable features and (c) distributes features throughout the image rather than concentrating them in the image regions of highest contrast.

Two different types of features are extracted — corner points and face points.
Corner points provide two constraints on registration, whereas face points, because of tangential position ambiguity, provide only one. On the other hand, face points are more densely distributed. We will evaluate the contribution of each feature type to the registration process in the experimental section. Both corners and face points are extracted in scale-space with scale increasing in half-octave steps (e.g. scales $1, \sqrt{2}, 2, 2\sqrt{2}, \ldots$), with no combination across scales. Features at all scales are used simultaneously during registration. The following details of the feature-extraction algorithm are presented for a single scale.

We use a single response measure for both feature types. At each pixel location $\mathbf{x}$ at scale $\sigma$, the intensity gradient, $\nabla I(\mathbf{x})$, is computed. A weighted neighborhood
outer product (auto-correlation) matrix is then computed,

\[ M(x) = \sum_{y \in N(x)} w(x - y) (\nabla I(y))(\nabla I(y))^\top, \]  

where \( w \) is a Gaussian weight function with standard deviation \( \sigma \) and the neighborhood size is approximately \( 3\sigma \). The value of \( M(x) \) is normalized across scale \( \sigma \) using the normalization factor as in [118]. Next, the eigen-decomposition is computed: \( M(x) = \sum_{i=1,2} \lambda_i(x) \Gamma_i(x) \Gamma_i(x)^\top \), with \( \lambda_1(x) \leq \lambda_2(x) \). Potential corners are at pixels where \( \lambda_1(x)/\lambda_2(x) > t_a \). This criterion is similar to the Harris corner detector [80]. Potential face points are at pixels for which \( \lambda_1(x)/\lambda_2(x) \leq t_a \). Decision value \( t_a \) has been experimentally set to 0.1; although the choice of values is not crucial. A strength is assigned to each point: \( m(x) = \text{trace}(M(x)) \).

The next step is designed to make the final selection of feature points adaptive to local image contrast. First, a very low threshold, \( t_m = 1 \), is applied to the strength to eliminate points that are obviously noise. The result is illustrated in Figure 5.4a. The next step, local pruning, starts by computing the median \( \mu_m \) and median absolute deviation (MAD) [200] \( \sigma_m \) of the values of \( m(x) \) in a coarse set of overlapping neighborhoods \((30 \times 30 \text{ pixels})\) throughout the image. Then, pixels with strength \( m(x) < \mu_m + 0.5\sigma_m \) are eliminated from further consideration. As the final preliminary step, non-maximum suppression is applied at each point — in 2D for potential corner points and in 1D, along direction of the eigenvector \( \Gamma_2 \), for face points — and surviving point locations are interpolated to subpixel accuracy. Figure 5.4b shows an example result.

The final steps are to extract the actual features, generating the sets of corners and face points independently for the use in registration. Points surviving the previous step are sorted by \( m(x) \) values. The highest strength point is labelled as a feature. Remaining points within a small neighborhood are eliminated. This continues until a maximum number of features — determined from the size of the images — is extracted or the list is exhausted. This produces a set of features which we call the matchable features (Figure 5.4c). The procedure is repeated starting from the noise thresholding step with the elimination neighborhood doubled in size.
half the allowed number of features, and a threshold requiring \( m(x) > 2t_m \). This produces a set of driving features (Figure 5.4d). As will be explained later, driving features are transformed and matched against matchable features, similar to [189]. Since driving features must pass stricter criteria than matchable features, it is less likely that a driving feature in one image will be missed as a matchable feature in the other due to random effects.

An example of extracted driving and matchable feature sets at different scales is shown in Figure 5.5. Features are spread throughout the image and summarize the local image structure: a corner is placed in regions containing substantial intensity variations in all directions; a face point occurs where the region contains variation in one direction.

5.4 GDB-ICP Estimation

The estimation step of the Generalized Dual-Bootstrap ICP (GDB-ICP) algorithm starts with an initial similarity transformation generated from keypoint matching, together with the initial bootstrap region surrounding the keypoint location in each image. The algorithm iterates steps of (1) refining the current transformation inside the current bootstrap region \( R \), (2) applying model selection to determine if a more sophisticated model may be used, and (3) expanding the region, growing inversely proportional to the uncertainty of the mapping on the region boundary (Figure 5.1). The entire algorithm is outlined in Figure 5.6.

5.4.1 Notation

The two images are \( I_p \) and \( I_q \). The matchable corner and face points are \( P_c = \{p_c\} \) and \( P_f = \{p_f\} \) from \( I_p \) and \( Q_c = \{q_c\} \) and \( Q_f = \{q_f\} \) from \( I_q \). Driving feature sets are subsets of \( P_c, P_f, Q_c \) and \( Q_f \). Points from all scales are combined to form these sets. Abusing notation, \( p \) and \( q \) represent both the feature and its location. Each feature has associated with it a feature scale, \( s \), at which it was detected, and each face point has a normal direction, \( \eta \).

The forward transformation of point location \( x \) from \( I_p \) onto \( I_q \) is \( T(x; \theta^{pq}) \), where \( \theta^{pq} \) is the parameter vector to be estimated. An estimate is \( \hat{\theta}^{pq} \), and its
Figure 5.5: Example of the “matchable” and “driving” features and bidirectional matching. In matching, “driving” features from the (cropped) winter image (a) are mapped onto the summer image and matched against the “matchable” features (b). Symmetrically, “driving” features from the summer image (c) are mapped onto the winter image and matched against the “matchable” features (d). Although not illustrated in this figure, matching may occur between features at different scale-space scales.
1. Extract keypoints and features from images $I_p$ and $I_q$ (Sec. 5.2 and 5.3).

2. Match keypoints from $I_p$ to $I_q$ and rank-order the matches (Sec. 5.2).

3. **Do**
   
   (a) Choose next keypoint match and generate the initial transformations and bootstrap regions (Sec. 5.2).
   
   (b) **Repeat**
   
   i. Use the current model and parameter estimates $\hat{\theta}^{pq}$ and $\hat{\theta}^{qp}$ to generate the forward and backward match sets $C_{pq}^c$ or $C_{pq}^f$, $C_{qp}^c$ and $C_{qp}^f$ (Sec. 5.4.2).
   
   ii. Use the match sets to re-estimate the forward and backward transformation parameter estimates, $\hat{\theta}^{pq}$ and $\hat{\theta}^{qp}$, and their covariance matrices, $\hat{\Sigma}_{\theta^{pq}}$ and $\hat{\Sigma}_{\theta^{qp}}$, for the current model and remaining higher order models (Sec. 5.4.3).
   
   iii. Use the estimates and covariance matrices to select the model for the next iteration (Sec. 5.4.4).
   
   iv. Grow the bootstrap regions in each image separately using the selected model, parameter estimates, and covariance matrices (Sec. 5.4.5).

   **Until** region growth, model selection and parameter estimation have converged.
   
   (c) Apply decision criteria using the final model, parameter estimates, covariance matrices, and face correspondence sets. If all pass accept parameter estimates $\hat{\theta}^{pq}$ and $\hat{\theta}^{qp}$ and terminate (Sec. 5.5).

4. **While** fewer than $N$ keypoint matches have been tried.

5. Terminate with failure

---

**Figure 5.6: Outline of the Generalized Dual-Bootstrap Algorithm**

The covariance matrix is $\hat{\Sigma}_{\theta^{pq}}$. The **backward** transformation from $I_q$ onto $I_p$ is $T(x; \theta^{qp})$, with an estimate $\hat{\theta}^{qp}$ and covariance estimate $\hat{\Sigma}_{\theta^{qp}}$. Finally, the regions over which the transformation are being estimated are called the “bootstrap” regions, and are denoted by $R_p$ on image $I_p$ and $R_q$ on image $I_q$. Each is defined as an axis-aligned rectangular box on its own image.

### 5.4.2 Matching Within the Bootstrap Region

The transformation is refined within current bootstrap regions $R_p$ and $R_q$, ignoring everything else in the two images. Recall that in standard ICP the current
transformation is used to generate a new set of correspondences, in turn these correspondences are used to generate a new transformation, and this process iterates. By contrast GDB-ICP proceeds to model selection and region growing before selecting a new set of matches.

GDB-ICP uses bi-directional matching. This provides more constraints and helps to produce more numerically-stable estimates, especially for small bootstrap regions. A driving feature $p$ is mapped from $I_p$ to $I_q$, producing $p' = T(p; \hat{\theta}^{pq})$. The three closest matchable features (of the same type) to $p'$ are found in $I_q$, and the best matching feature, $q$, is chosen from among these three based on a similarity measure described below. The correspondence pair $(p, q)$ is added to match sets $C_{pq}^c$ (corners) or $C_{pq}^f$ (faces). Reversing order, the pair $(q, p)$ is also added to either $C_{cp}$ or $C_{qp}$. The same procedure is used in the opposite direction to generate correspondences between driving features from $I_q$ and matchable features from $I_p$. Once these matches are generated, the forward and backward transformation estimates $\hat{\theta}^{pq}$ and $\hat{\theta}^{qp}$ are calculated. Since these use the same set of constraints, just with the feature roles reversed, the two transformation estimates are close to being inverses of each other (typical root mean square error of 0.1 pixels or less). The remainder of the discussion focuses on the calculation of $\hat{\theta}^{pq}$ using $C_{pq}^c$ and $C_{pq}^f$.

A similarity measure is used both in choosing between matches for a feature and in weighting the chosen match during estimation. For corners it depends only on the feature scales, but for face points it depends on orientations as well. For a feature point $p$, let $s_{p'}$ be the feature scale after the transformation is applied. For a face point, let $\eta_{p'}$ be the transformed normal direction. The similarity measures for a prospective match with $q$, with scale $s_q$ and (for a face point) normal $\eta_q$, are

$$w_c = \min(s_{p'}/s_q, s_q/s_{p'}) \quad \text{and} \quad w_f = \min(s_{p'}/s_q, s_q/s_{p'}) \cdot |\eta_p^\top \eta_q|$$

for corners and face points, respectively. This biases the selection toward features at similar (mapped) scales and orientations, and allows for contrast reversals in face point matches as well.
5.4.3 Estimation

Estimation is applied to the current model and, as the basis for model section (Sec. 5.4.4), to higher-order models under consideration. This section describes estimation for a single model.

Before defining the transformation estimate objective function, we need to define the error distances. For corner points these are Euclidean distances, whereas for face point these are normal distances:

\[ d_c(p, q; \theta_{pq}) = \| T(p; \theta_{pq}) - q \| / s_q \]
\[ d_f(p, q; \theta_{pq}) = \| (T(p; \theta_{pq}) - q)^\top \eta_q \| / s_q. \]

In each case, the distance is normalized by the scale at which the feature is detected, reflecting the fact that feature location uncertainty increases with increasing scale. This makes distances of features at different scales approximately comparable.

Combining the foregoing, the objective function for estimating transformation parameters \( \theta_{pq} \) from a fixed set of correspondences is

\[
E(\theta_{pq}; C^q_{pq}, C^f_{pq}) = \sum_{(p_i, q_i) \in C^q_{pq}} w_{c,i} \rho(d_c(p_i, q_i; \theta_{pq}) / \sigma_c) + \sum_{(p_i, q_i) \in C^f_{pq}} w_{f,i} \rho(d_f(p_i, q_i; \theta_{pq}) / \sigma_f)
\]

(5.2)

where \( \rho(\cdot) \) is the Beaton-Tukey [88, 137, 200] robust loss function:

\[
\rho(u) = \begin{cases} 
\frac{a^2}{6}[1 - (1 - \frac{|u|}{a})^2]^3, & |u| \leq a \\
\frac{a^2}{6}, & |u| > a
\end{cases}
\]

(5.3)

Following standard usage, the constant \( a \) is set to 4, which means that normalized alignment error distances beyond \( 4\sigma \) have a fixed cost. The parameters \( \sigma_c \) and \( \sigma_f \) are the robust alignment error scales (standard deviations) for the normalized distances of corners and faces.

Objective function (5.2) is minimized using the Iteratively-Reweighted Least-Squares (IRLS) technique from the robust statistics literature [137, 200], which alternates computation of a distance-based weight \( w_{d,i} \) for each correspondence, \( i \), based on fixed transformation parameters with weighted least-squares re-estimation.
of the parameters from

\[
F(\theta^{pq}, C_{pq}^{c}, C_{pq}^{f}) = \sum_{(p_i, q_i) \in C_{pq}^{c}} w_{d,i} w_{c,i} d_c^2(p_i, q_i; \theta^{pq}) + \sum_{(p_i, q_i) \in C_{pq}^{f}} w_{d,i} w_{f,i} d_f^2(p_i, q_i; \theta^{pq}).
\]

(5.4)

The distance-based robust weight factor for corners is

\[
w_{d,i} = w(d_c(p_i, q_i; \theta^{pq})/\sigma_c)/\sigma_c^2,
\]

where \(w(\cdot)\), derived from the Beaton-Tukey robust loss function, is

\[
w(u) = \begin{cases} 
1 - \left(\frac{|u|}{a}\right)^2, & |u| \leq a \\
0, & |u| > a
\end{cases}
\]

An analogous computation produces the weights for face points. Normalization factors \(1/\sigma_c^2\) (for corners) and \(1/\sigma_f^2\) (for face points) make corners and face points comparable.

The robust standard deviation, \(\sigma_c\), for corner matches is recomputed once (per correspondence set and per Dual-Bootstrap iteration) from the weights and current transformation estimate as

\[
(\sigma_c)^2 = \sum_{(p_i, q_i) \in C_{pq}^{c}} w_{d,i} w_{c,i} d_c^2(p_i, q_i; \hat{\theta}^{pq}) / \sum_{(p_i, q_i) \in C_{pq}^{c}} w_{d,i} w_{c,i},
\]

with a similar computation for face matches. At the start of the Dual-Bootstrap procedure for a given initial transformation, the MUSE algorithm \[147\] is used to estimate \(\sigma_c\) and \(\sigma_f\) from the first set of matches, since weights are unavailable.

Finally, the computation of the weighted least-squares estimates from (5.4) and the associated covariance matrix of the parameter estimates, which is needed for the region growth and decision criterion, use standard techniques. In particular, for the transformation models that are unconstrained and linear in their parameters, \(\hat{\theta}\) is obtained in closed-form using linear weighted least-squares. The covariance matrix, \(\hat{\Sigma}_\theta^{pq}\) of the estimate is the inverse of the Hessian of (5.4). Usually this must be multiplied by a noise variance term, but this is already built in to the distance-based robust weights \(w_{d,i}\). For constrained or non-linear models, such as the planar homography or planar homography plus radial-lens distortion terms,
Levenberg-Marquardt [132] is used, with the pseudo-inverse of the Hessian giving the covariance matrix, $\hat{\Sigma}_{\theta_{pq}}$ (see [82, Ch. 4]).

5.4.4 Model Hierarchy and Model Selection

The goal of model selection is to select the model from a set (a hierarchy) of transformation models that best describes the current bootstrap region. As the region expands, model selection is applied to choose between the model used for the previous bootstrap region, and the remaining, high-order models. Model selection must be done carefully. Switching to a higher-order model too early, especially when the region is small and there are insufficient constraints, may lead to overfittings and distortions in the estimate. Switching too late causes an increase in mapping errors and a resulting increase in mismatches. In either case, incorrect model selection may drive the estimate into a local minimum representing an incorrect alignment.

Two different model hierarchies are used in GDB-ICP. One, used for retinal images, is a hierarchy moving from similarity to a reduced quadratic to a quadratic model (see [199] for details). The second, used for natural images, is a hierarchy of similarity, affine, homography, and homography plus radial lens distortion (HRD). The HRD model is defined as

$$T(p; \theta) = D(T_H(D(p; k_p); h); k_q)$$

where $\theta^\top = (h^\top, k_p, k_q)$, $T_H(x; h)$ is the usual planar homography ($h$ is a 9-component vector formed from the $3 \times 3$ homography matrix), and $D(x; k) = (1 + k ||x - x_0||^2)x$ is the radial distortion function, given image center $x_0$, assumed to be the center of the pixel array. This model is important for accurate alignment of digital photographs taken with off-the-shelf cameras.

Model selection techniques have been studied extensively in the literature[27, 26, 99, 217]. Earlier version of the Dual-Bootstrap method [199] used a Bayesian technique derived in [26] that depends on computing the determinant of the parameter-estimate covariance matrix, $\hat{\Sigma}_{\theta_{pq}}$. For homographies this is problematic because $\hat{\Sigma}_{\theta_{pq}}$ is not full rank. Rather than developing an appropriate projection onto a full-rank covariance, we have replaced the Bayesian criteria with a modified version of
Akaike Information Criteria (AIC), derived from the Kullback-Leibler measure, and found it to be quite effective. Using our robust objective function (5.2) and taking the advantage of having transformation estimates and match sets available in both directions, a second-order Akaike Information Criteria may be written as

\[
I = -2 \left[ |C_{pq}^c| \log(\sigma_{pq}^c) + |C_{pq}^f| \log(\sigma_{pq}^f) + E(\hat{\theta}_{pq}; C_{pq}^c, C_{pq}^f) \right] \\
- 2 \left[ |C_{qp}^c| \log(\sigma_{qp}^c) + |C_{qp}^f| \log(\sigma_{qp}^f) + E(\hat{\theta}_{qp}; C_{qp}^c, C_{qp}^f) \right] + 2nl/(n - l - 1),
\]

where \(l\) is the degrees of freedom in current model, \(n = 2 |C_{pq}^c| + 2 |C_{qp}^c| + |C_{pq}^f| + |C_{qp}^f|\) is the effective number of constraints (each corner match provides with two constraints, while each face point match provides one), and the term \(2nl/(n - l - 1)\) adjusts for small-sample bias \[27, p. 51\].

Expression (5.5) is evaluated for each candidate model using a fixed set of matches found using the transformation estimate of the best model from the previous Dual-Bootstrap iteration. The final objective function value of (5.2) (after IRLS converges) is used for each model to evaluate expression (5.5). The model that minimizes (5.5) is chosen as the current model and its estimated parameters become the current parameters. Model selection is turned off once the selection procedure reaches the highest-order model.

### 5.4.5 Region Growth

Region growth, illustrated in Figure 5.1, is based on the uncertainty in the transformation estimate, represented by the covariance matrix \(\hat{\Sigma}_{\theta_{pq}}\). Expansion of the axis-aligned rectangle representing the current bootstrap region is inversely proportional to the transfer error — the error in applying the estimated transformation to points on the boundary of the bootstrap region. The following is a summary of the details of this procedure taken from \[199\]. Subsequently, a simple modification is given to make the algorithm more effective in registering image pairs with large scale variations.

Let the center of the bootstrap region be \(y_0\), let a point location centered on one of the four sides of the region be \(y\), and let \(\eta_y = (y - y_0)/\|y - y_0\|\) be
the outward-pointing normal to the rectangle. The mapping error covariance at
the mapped point \( y' = T(y; \hat{\theta}^{pq}) \) is computed from the Jacobian of the mapping,
\( J_y = \partial T(x; \theta)/\partial \theta \) evaluated at \( x = y \) and \( \theta = \hat{\theta}^{pq} \), together with the covariance of
the transformation parameters:

\[
\Sigma_{y'} = J_y \hat{\Sigma}_\theta^{pq} J_y^T. \tag{5.6}
\]

The outward growth rate is inversely proportional to the error variance in the
mapped outward normal direction, \( \eta_y' \):

\[
\delta_y = \beta \frac{(y - y_0)^\top \eta_y}{\max(1, \eta_y' \Sigma_{y'} \eta_y')},
\]

where \( \beta = 2.0 \) is a fixed constant. The new center of the side is given by \( \hat{y} = y_0 + (1 + \delta_y)(y - y_0) \). The new region is obtained after all the side centers are
updated with the above method.

The extension made here is to form and grow bootstrap regions independently
in each image, \( I_p \) and \( I_q \). The initial regions are determined from the separate
keypoint locations and scales, as described in Section 5.2. The above procedure
is applied separately for the two regions at each Dual Bootstrap iteration sepa-
rately. These regions are implicitly kept relatively consistent through the use of
bi-directional matching, which keeps the transformations close to inverses of each
other and the covariance matrices commensurate with each other. Keeping separate
regions in the two images is important for handling large scale differences between
images.

5.5 Decision Criteria

Once the GDB-ICP refinement procedure just described expands to cover the
apparent overlap between images (based on the estimated transformation) and the
refinement process has converged, the final alignment is tested for correctness. If
this confirms that the transformation is correct, the images are considered to be
aligned, and the algorithm stops. Otherwise, the next keypoint match is tested
using GDB-ICP.

Three tests — accuracy, stability and consistency — form the decision criteria. The tests are applied in each direction using the final match sets. A transformation that passes all three tests in both directions is accepted as correct.

Accuracy is measured as the weighted average error \( \zeta_e(\hat{\theta}, \mathcal{C}_f) \), computed on the final face matches, \( \mathcal{C}_f \). Face points are used because their positions (along the normal direction) are more accurate than corner points. Using the measures introduced above, accuracy is

\[
\zeta_e(\hat{\theta}^{pq}, \mathcal{C}_f) = \frac{\left( \sum_{(p_i, q_i) \in \mathcal{C}_f} w_{f,i} w_{d,i} |d_f(p_i, q_i; \hat{\theta}^{pq})| \right)}{\left( \sum_{(p_i, q_i) \in \mathcal{C}_f} w_{f,i} w_{d,i} \right)}.
\] (5.7)

Stability is measured by the error covariance — the mapping transfer error introduced in the context of region growth in Section 5.4.5. To check this, points are uniformly sampled in the overlap area between aligned images. For each sample point \( y_i \), the mapping error covariance \( \Sigma_y' \) is computed from (5.6). The overall measure is \( \zeta_t(\hat{\theta}, \hat{\Sigma}_\theta) = \max_i \text{trace}(\Sigma_y') \). This is particular effective at avoiding incorrect low-overlap transformations.

The consistency measure is derived from the orientation differences of the face point match set \( \mathcal{C}_f \) after the application of the transformation estimate \( \hat{\theta} \). These differences, measured in absolute angle difference, are put into a histogram \( h(\hat{\theta}, \mathcal{C}_f) \) of the range \( [0, \pi/2] \). (Absolute angle differences greater than \( \pi/2 \) are subtracted from \( \pi \), effectively accommodating intensity reversals.) If the transformation is incorrect, this angle difference will tend toward being uniformly distributed, whereas if the images are well-aligned, the histogram will tend to have a strong peak near 0 degrees (Figure 5.7). The consistency measure is based on the Bhattacharyya measure against an exponential distribution (\( \lambda = 4.7 \) dictates 70% of the face point matches have orientation differences no greater than 10 degrees). This exponential distribution, denoted as \( e \), is represented as a second histogram. Then the consistency measure \( \zeta_c(\hat{\theta}, \mathcal{C}_f) \) is

\[
\zeta_c(\hat{\theta}, \mathcal{C}_f) = 1 - \sum_i \sqrt{h_i(\hat{\theta}^{pq}, \mathcal{C}_f) e_i}.
\] (5.8)

To make a decision with these measures — \( \zeta_e, \zeta_t \) and \( \zeta_c \) — lower and upper
thresholds are introduced for each: $Z_e^L \leq Z_e^H$ for $\zeta_e$, $Z_t^L \leq Z_t^H$ for $\zeta_t$, and $Z_c^L \leq Z_c^H$ for $\zeta_c$. When $\zeta_e \leq Z_e^L$, $\zeta_t \leq Z_t^L$, and $\zeta_c \leq Z_c^L$, the transformation estimate is accepted as correct. When $\zeta_e > Z_e^H$, $\zeta_t > Z_t^H$, or $\zeta_c > Z_c^H$, the transformation is rejected. Otherwise, the transformation is saved. If all initial transformations have been tested and none have been accepted, the saved transformation with the minimum value of alignment error $\zeta_e$ is accepted. If there are no saved transformations, the algorithm rejects the image pair, indicating that it can not be aligned. Transformations tend to fall into the “saved” category for image pairs that involve significant changes or that can not be precisely aligned using the final transformation model.

These thresholds are fixed at $Z_e^L = 1$, $Z_e^H = 2$, $Z_t^L = 0.3$, $Z_t^H = 1$, $Z_c^L = 0.09$, and $Z_c^H = 0.2$ for all experiments here. For efficiency, the algorithm also applies a set of higher thresholds, starting after the third Dual Bootstrap iteration when the estimate has begun to stabilize, to identify and terminate estimates that are clearly wrong. We refer to this step as the early termination criteria.

5.6 Experiments

This section presents experiments designed to illustrate the overall performance of the GDB-ICP algorithm (Section 5.6.2), compare it to minimum-subset
random sampling methods (Section 5.6.3), and analyze in detail the most important aspects of the algorithm. The focus of the latter is on the success of growth and refinement (Section 5.6.4), the choices of features and matching criteria (Section 5.6.5), and the effectiveness of the final decision criteria (Section 5.6.6) — the newest aspects of the algorithm. See [199] for analysis that shows the significance of the Dual-Bootstrap refinement, growth and model selection procedures in the context of retinal image registration.

5.6.1 Data Set

All experiments are on the test suite of 22 image pairs discussed in the introduction. This suite was constructed from our own digital photographs, from pairs found on the web, and from challenging pairs suggested by colleagues. Many easier pairs have been left out in order to keep the tests manageable. As an example of this, we included one pair, with 2% overlap (the “Dashpoint” pair here), from the test suite of [25] (GDB-ICP registers all overlapping pairs from this suite). On the other hand, some types of pairs, such as PET-CT images, which have no common geometric structure, have been purposely left out. We discuss this more in Section 5.7. The results are clearly conditioned on the test suite, but the range of challenging pairs shown should be suggestive of the broad effectiveness of our algorithm. In order to allow the community to test GDB-ICP beyond the experiments presented here, an executable version of the software has been posted on the web.

The images range in size from 676 \times 280 to 2500 \times 2500. Image pairs overlap as little as 2%, differ in scale by a factor as high as 6.4, and differ in orientation by as much as 90 degrees. Five pairs are multi-modal (retina angiogram vs. red-free photograph, two infrared vs. video airport scenes, pan-chromatic and infrared satellite images, and proton density vs. T1 weighted brain MRI slices). Four pairs involve substantial illumination changes and two other pairs are of different seasons. The selection of scenes includes aerial, urban, landscape, indoor, and medical. On the Melanoma and EO-IR 1 pairs, the intensity of one image is negated before keypoint generation since SIFT is not invariant to intensity reversal. Finally, the retinal images involve quadratic transformations, whereas the others involve the use of the
homography or the homography plus radial lens distortion (HRD) models. The choice of final model is specified by a command-line argument. All other parameter settings are fixed for these experiments.

5.6.2 Overall Results

GDB-ICP successfully aligned 19 of all 22 image pairs in our test suite with error less than a pixel. Success is defined here as no visible misalignments between homologous structures following application of the transformation, as judged independently by a graduate student who is not one of the co-authors of [236]. The successful transformations, one for each pair, are labeled as “verified” transformations to be used in subsequent experiments. Example alignments are shown in Figure 5.9 to Figure 5.13; complete results are posted at our web site, including animations. Interestingly, for pairs “Brugge”, “Brugge Square” and “Brussels”, the 10 degree-of-freedom “Homography plus Radial lens Distortion” (HRD) model eliminated small, but visible misalignments produced by using only a homography (see Figure 5.8 for details).

Table 5.2 shows, for each pair, the index number of the first keypoint match in the rank ordering for which the algorithm succeeded, the index of the same successful keypoint match among only those consistent with the verified transformation for which the algorithm succeeded, the final alignment error, and the chosen transformation model. A consistent keypoint match is somewhat arbitrarily defined to have a location error of less than 6 pixels, a scale ratio within the interval 0.8 to 1.25 (one step in scale space), and an orientation difference of 15 degrees, all computed following application of the verified transformation. Intuitively, these are matches that appear to be geometrically close to correct. The remaining keypoint matches are labeled “inconsistent”. As can be seen from the table, in most cases a consistent match appears among the first five in the rank ordering and in 14 cases GDB-ICP successfully refined this initial transformation to a verified final transformation.

GDB-ICP failed for three pairs. In each case, manual specification of three initial correspondences in a small initial region and computation of an initial estimate of an affine transformation, following by application of the Dual-Bootstrap
Figure 5.8: (a) shows a checker mosaic of the Brugge Square pair using the homography model, in which there are places, notably inside the boxes, that have misalignments. Column (b) shows zoom-in of the boxes. Column (c) shows the same area after using the Homography with Radial lens Distortion (HRD) model. The window frames and letters are now well aligned. The resulting alignment is subpixel accurate.
growth and refinement procedure led to a verified transformation. This indicates that the failures are caused by keypoint detection and matching, by keypoint-based initialization, or by the early stages in the Dual-Bootstrap growth and refinement procedures. In one case in particular — Capital Region — the projective distortions are too severe be handled starting from a local similarity transformation.

Image sizes and timing results are summarized in Table 5.1. Clearly algorithm speed is mostly affected by image size and matching difficulty. The failures and the image pairs requiring testing of all 50 keypoint matches (because no match provided results below the lower decision thresholds) are the only ones other than the huge “Satellite” pair requiring more than a minute.

5.6.3 Comparison to Keypoint Matching Algorithms

As one indication of the significance of these results, the publicly-available code for the Autostitch keypoint matching algorithm of [23] (with default parameters) produced five alignments (“Boston”, “Boston Library”, “Eiffel”, “Brugge Square”, and “Brussels”). The latter three have visible misalignments, partly due to the fact that the homography is insufficient for these pairs. On the other 17 pairs Autostitch failed altogether. We obtained similar results with our own implementation using RANSAC and other random-sampling-based algorithms ([147, 218]). The failures are due to both the small number and the small fraction of consistent keypoint matches, as shown in the last three columns of Table 5.2.

5.6.4 Success of the Growth and Refinement Procedure

The following experiment shows the effectiveness of starting from individual keypoint matches rather than combining them, as in a random-sampling approach. We use the top 50 keypoint matches of the 19 pairs that GDB-ICP aligned. The GDB-ICP estimation process is applied to each of these keypoint matches, without any decision criteria. The resulting “test” transformation estimate is then compared to the verified transformation. Those that agree to within an average distance of less than 2 pixels are considered correct.

\[11\] Though more complex model can be used with keypoint-matching algorithms, the increase in the degrees of freedom adversely affects the effective use of RANSAC.
<table>
<thead>
<tr>
<th>Image Pair Name</th>
<th>Image Dimension</th>
<th>On the successful keypoint match</th>
<th>Grand Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td># of Iterations</td>
<td>Time</td>
</tr>
<tr>
<td>Boston</td>
<td>1712×1368</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td>Boston Library</td>
<td>1504×1000</td>
<td>13</td>
<td>5.7</td>
</tr>
<tr>
<td>Brain T1 to PD</td>
<td>512×512</td>
<td>12</td>
<td>2.0</td>
</tr>
<tr>
<td>Brugge Square</td>
<td>1712×1368</td>
<td>17</td>
<td>52</td>
</tr>
<tr>
<td>Brugge Tower</td>
<td>1712×1368</td>
<td>20</td>
<td>52</td>
</tr>
<tr>
<td>Brussels</td>
<td>1712×1368</td>
<td>17</td>
<td>37</td>
</tr>
<tr>
<td>Capital Region</td>
<td>1712×1368</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Day-Night</td>
<td>1000×1504</td>
<td>24</td>
<td>38</td>
</tr>
<tr>
<td>Dashpoint</td>
<td>2048×1536</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Eiffel</td>
<td>1712×1368</td>
<td>16</td>
<td>15</td>
</tr>
<tr>
<td>EO- IR 1</td>
<td>300×236</td>
<td>15</td>
<td>6.8</td>
</tr>
<tr>
<td>EO- IR 2</td>
<td>676×280</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Extreme Zoom</td>
<td>1504×1000</td>
<td>25</td>
<td>34</td>
</tr>
<tr>
<td>Grand Canyon 1</td>
<td>1184×780</td>
<td>15</td>
<td>9.6</td>
</tr>
<tr>
<td>Grand Canyon 2</td>
<td>900×568</td>
<td>16</td>
<td>26</td>
</tr>
<tr>
<td>Melanoma</td>
<td>1156×880</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td>Retina</td>
<td>1600×1200</td>
<td>17</td>
<td>9.9</td>
</tr>
<tr>
<td>Satellite</td>
<td>2878×2878</td>
<td>18</td>
<td>40</td>
</tr>
<tr>
<td>Whiteboard</td>
<td>1504×1000</td>
<td>19</td>
<td>9.5</td>
</tr>
<tr>
<td>White Tower</td>
<td>1504×1000</td>
<td>18</td>
<td>21.5</td>
</tr>
<tr>
<td>Winter-Summer</td>
<td>1504×1000</td>
<td>19</td>
<td>30</td>
</tr>
<tr>
<td>Winter Day-Summer Night</td>
<td>1504×1000</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Table 5.1: Timing results in seconds. The first two columns are the image-pair name and the dimension of the larger image. The next two columns are the number of iterations and the time that the Dual Bootstrap growth-and-refinement procedure spent on the keypoint match that led to the successful alignment. The last two columns are the total number of keypoint matches tried and the total time used before GDB-ICP terminates. The performance is measured on a Pentium 4 3.2GHz PC with 2GB memory.
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Figure 5.10: Final alignment Checkerboard images
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Figure 5.12: Final alignment Checkerboard images

Melanoma (cropped)

Retina (cropped)
Figure 5.13: Final alignment Checkerboard images
<table>
<thead>
<tr>
<th>Image pair name</th>
<th>With GDB-ICP</th>
<th>Should RANSAC be used</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1st succ. in all matches</td>
<td>1st succ. in only cons. matches</td>
</tr>
<tr>
<td>Boston</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Boston Library</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Brain T1 to PD</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Brugge Square</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Brugge Tower</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Brussels</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Capital Region</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Day-Night (Summer)</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Dashpoint</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Eiffel</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>EO - IR 1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>EO - IR 2</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Extreme zoom</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Grand Canyon 1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Grand Canyon 2</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Melanoma</td>
<td>27</td>
<td>5</td>
</tr>
<tr>
<td>Retina</td>
<td>5</td>
<td>0(^1)</td>
</tr>
<tr>
<td>Satellite</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>White board</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>White Tower</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Winter-Summer (Day)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Winter Day-Summer</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Table 5.2: Summary statistics on all pairs from our data set. The 2nd to 5th columns show the performance of GDB-ICP: The index (starting from 1) of the first successful keypoint match in the rank-ordered list of all keypoint matches, the index of the same successful keypoint match in only the consistent keypoint matches, the final alignment error, and the choice of final transformation model — Homography (H), Homography with Radial lens Distortion (HRD), and Quadratic (Q). The last three columns show about keypoint statistics should minimum-subset random sampling techniques be used: the total number of keypoint matches (Lowe’s similarity ratio < 0.8), the number whose positions are within 6.0 pixels following application of the verified transformation, and the ratio between the two. The last column — inlier ratio — indicates how many trials must be performed before obtaining a minimum set with only inliers. \(^1\)On the “Retina” pair, GDB-ICP succeeded on an “inconsistent” keypoint match — one with 8.0 pixels of position error.
Among the 19 pairs of images, there are 950 keypoint matches in total, 363 are “consistent” and 587 “inconsistent”. Among the 363 consistent ones, 282 led to correct final transformations, while among the 587 labeled “inconsistent”, 28 of these led to correct final transformations, resulting in a total of 310 correct alignments. Examination of the 28 shows that the estimation procedure recovered from initial location errors as high as 12 pixels and orientation differences as much as 18 degrees.

To interpret the significance of these results, based on a probability of \( P_a = \frac{282}{363} \approx 0.78 \) of succeeding from a consistent keypoint match, the overall probability of GDB-ICP producing the correct alignment given \( n \) good matches is \( 1 - (1 - P_a)^n \), which is 0.99 when there are just \( n = 3 \) consistent matches. By contrast, minimal subset random sampling techniques require 4 matches just to instantiate a transformation. Clearly GDB-ICP can succeed despite an extremely small number of keypoint matches.

5.6.5 Choice of Features and Matching

The next set of experiments evaluates several variations on the choice of features, the scale of the features, and the directionality of matching. This is important to show the influence of these design decisions on the performance of the overall algorithm. These experiments show that face points and bidirectional matching are indispensable.

Just as in the previous test, we evaluate all 50 keypoint matches from the 19 pairs GDB-ICP succeeds upon. We study the change in the aforementioned 310 successes with changes in the feature extraction and matching. We also determine whether one of these changes causes the entire GDB-ICP to fail on a pair on which it originally succeeded.

The results are summarized in Table 5.3, which shows several important results. First, using corner points alone without faces results in a 44% drop in the number of successful initial keypoint matches, and a loss of 9 successful pairs (4 pairs if the “correct” tolerance is raised from 2 to 5 pixels). Apparently, corners are not widely-enough and densely-enough distributed for GDB-ICP to succeed consistently on our challenging test suite. Using faces alone, the drop is only 3%, and no pairs
are lost.

Interestingly, using forward matching alone instead of bidirectional matching causes the loss of 28% of the successful keypoint initializations and the three of the most difficult pairs (EO-IR 1, Extreme zoom, and Melanoma). In a related result, not shown in Table 5.3, the percentage of driving features that are mapped to within 2 standard deviations of their corresponding matchable features, thereby creating “inlier” correspondences, ranges from 58% to 83%. This indirectly justifies (a) the ability of GDB-ICP to adapt to substantial differences between images and (b) the decision to push feature extraction toward covering as much of an image as possible, trusting the rest of the algorithm to automatically determine which features are consistent between images.

The final test, shown in the last four rows of Table 5.3, explores multiscale feature extraction. Using scale 1.0 (standard deviation of Gaussian smoothing) results in a loss of nine initializations, but one image-pair — the Melanoma pair. When the single scale at which the features are extracted is increased, the success rate drops quickly. Finally, when using features combined across scales, similar to the scale-space detection technique of many keypoint matching algorithms [143, 117], there is a 13% drop in the number of successful initializations, but no loss of any pairs.

<table>
<thead>
<tr>
<th>variations</th>
<th>succ. init.</th>
<th>succ. pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>corners and faces</td>
<td>310</td>
<td>19</td>
</tr>
<tr>
<td>corners only</td>
<td>174</td>
<td>10</td>
</tr>
<tr>
<td>faces only</td>
<td>300</td>
<td>19</td>
</tr>
<tr>
<td>driving only</td>
<td>314</td>
<td>18</td>
</tr>
<tr>
<td>matchable only</td>
<td>300</td>
<td>19</td>
</tr>
<tr>
<td>forward matching</td>
<td>224</td>
<td>16</td>
</tr>
<tr>
<td>scale 1.0</td>
<td>291</td>
<td>18</td>
</tr>
<tr>
<td>scale 1.4</td>
<td>175</td>
<td>8</td>
</tr>
<tr>
<td>scale 2.0</td>
<td>96</td>
<td>5</td>
</tr>
<tr>
<td>combined across scales</td>
<td>272</td>
<td>19</td>
</tr>
</tbody>
</table>

Table 5.3: GDB-ICP success numbers based on varying the feature set and the matching. The 2nd column is the number of initializations (keypoint matches) that led to successful alignments, while the 3rd column is the pairs for which at least one initialization succeeded.
5.6.6 Decision Criteria

To analyze the strength of the three-component decision criteria, we compared them with simplified versions. The results show that all three components of the decision criteria are necessary, that bi-directional decision increases robustness, and that the complete decision criteria are effective in distinguishing correct alignments from incorrect ones, even in the presence of low overlap, scale differences and physical changes.

One of the simplified versions is the use of alignment error alone, a natural measure for registration based on geometric constraints and the one used in [32, 199] for retinal image registration. We then considered the importance of the three criteria by leaving each out in turn. Finally, we considered the effect of several other aspects of the decision criteria. In these experiments, all $42 \cdot 41 = 1722$ possible ordered pairs of images are used, with both orderings used for each pair because each can produce different initial keypoint matches (see Section 5.2 for details), and therefore different initializations. The final model is always the homography (for speed considerations). Alignments passed by the modified decision criteria were examined by a graduate student (not one of the co-authors of [236]) to determine correctness. This turned out to be crucial because this test discovered some small overlaps in our image set that we did not realize existed. Based on this human judgment and based on our verified results, the decisions made by GDB-ICP under various decision criteria could be classified as True Positives (TP), False Positives (FP), True Negatives (TN) and False Negatives (FN). No changes were made in the parameter values of the decision criteria throughout the experiment.

The results are summarized in Table 5.4. The first observation concerns the effectiveness of the full decision criteria. The six false negatives come from the three pairs which GDB-ICP known to fail on. The three false positives are image pairs that appeared locally consistent, with one of the regions having very low contrast (one example shown in Figure 5.14). On the other hand, most such pairs are rejected. In fact, 99.8% of the incorrect pairs are rejected. Stated even more strongly, among the 1671 rejected pairs there are $1671 \times 50 = 83,550$ incorrect initializations, including many with low overlap, all of which are rejected.
Figure 5.14: A cropped example of the false positives when applying the decision criteria to all possible pairs. The yellow box outlines the area where the alignment locks on. Note that the grayscale image to the left is a frame of a video sequence with very low contrast.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>42</td>
<td>1671</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Accuracy alone</td>
<td>41</td>
<td>1515</td>
<td>158</td>
<td>8</td>
</tr>
<tr>
<td>No Stability</td>
<td>42</td>
<td>1614</td>
<td>60</td>
<td>6</td>
</tr>
<tr>
<td>No Orientation</td>
<td>42</td>
<td>1646</td>
<td>28</td>
<td>6</td>
</tr>
<tr>
<td>No Accuracy</td>
<td>42</td>
<td>1638</td>
<td>36</td>
<td>6</td>
</tr>
<tr>
<td>Only forward</td>
<td>42</td>
<td>1641</td>
<td>33</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 5.4: Effects of varying the decision criteria when applying GDB-ICP to all possible pairs. TP stands for True Positives, TN for True Negatives, FP for False Positives, and FN for False Negatives. See text in Section 5.6.6 for details.

As seen in the next four rows of the table, when using only part of the criteria, the number of false positives increases significantly — jumping to 158 for use of the accuracy measure only, but with fewer when two of the three measures are used. These false positives are due to locally-consistent structures, especially near image boundaries (producing apparent low-overlap between images). These experiments show convincingly that all three decision criteria are important. Finally, when the decision criteria are applied only in the forward direction — from the moving image to the fixed image — the false positive rate increases substantially.
5.7 Discussion

The experiments on our challenging test suite have demonstrated that GDB-ICP is a powerful registration algorithm, capable of aligning a wide variety of image pairs. Overall, our experience with this data set and with other pairs shows that GDB-ICP succeeds when keypoint matching produces a small number of consistent matches, when there is sufficient common structure between the images to drive the dual-bootstrap process and the decision criteria, and when the similarity transformation is a reasonable initial model. In this section, we examine this success, using the experiments to show how the design of the algorithm allows it to handle the image registration challenges outlined in the introduction. We also discuss some limitations of the algorithm. We conclude this section by re-examining several individual components of the algorithm.

Our experiments have shown that GDB-ICP can succeed with as few as one consistent keypoint match and with as little as 58% correct matches between the driving features of one image and the matchable features of the other. Remembering that matchable features must pass less-stringent tests than driving features and recalling that contrast reversals are ignored by the matching process, this result explains why the algorithm does so well with substantial changes in image illumination and structure, and even changes in modality. The tolerance for differences in feature extraction and matching is allowed in the algorithm because the decision criteria can be trusted to reject nearly all incorrect alignments. The effectiveness of the decision criteria is also crucial to the algorithm’s success in handling low-overlap pairs. Using the criteria, GDB-ICP accepts a small number of correct, low-overlap alignments while rejecting the extremely large number of low-overlap alignments generated by incorrect keypoint matches. Finally, the ability to generate matches across scales is crucial to handling substantial differences in scale.\footnote{After these tests were completed we tested a pair with a zoom factor of 9.5 and GDB-ICP succeeded.} While another recent algorithm has shown the ability to handle large scale variations \cite{53}, it has not be demonstrated in as challenging a context as our test suite.

Despite the demonstrated success, GDB-ICP does have limitations:
- It can not handle extreme appearance differences between image pairs. In our test suite this is mostly due to initial keypoint matching, but we anticipate that the algorithm will fail on other multimodal pairs such as PET-CT pairs, where it is unlikely that the features will capture enough structural similarity. Still, GDB-ICP did succeed on all but one of the multimodal pairs in our test suite, because multimodal images often do have sufficient common structure. Intuitively, the structural and textural differences between the color image and the fluorescein angiogram in the “Melanoma” pair put it near the limit of what GDB-ICP can handle.

- Currently, the decision criteria do not eliminate incorrect alignments of an image-wide repetitive structure such as a checkerboard. On the other hand if only a moderate fraction of a scene involves repetitive structure, the decision criteria make the right decision: although incorrect alignments in the repetitive region will appear accurate, these produce inconsistent matches image-wide. An example of this occurs in the “Brussels” pair of our test suite.

- As a 2d registration algorithm, GDB-ICP currently only tolerates a small amount of parallax. In a similar vein, it is currently limited to global transformation models.

- There is no convergence proof in the overall algorithm, just as there is no convergence proof in the ICP using anything but Euclidean match distances. In practice, however, on thousands of tests, GDB-ICP has always converged. One reason for this that both region growth and model selection are monotonic.

- Finally, GDB-ICP, while consistently running in less than a minute for two mega-pixel image pairs, is still somewhat slow.

All of these issues are topics of our ongoing work.

Finally, we make a few observations about the individual components of GDB-ICP:

- The experiments show the importance of using multiscale face point (edge-like) features during the alignment process instead of more sparse features such as
corners, even when corners are detected at multiple scales.

- While it is straightforward to replace Lowe’s LoG keypoint detector and SIFT descriptor vector with other current keypoint techniques, it would be surprising if this would improve keypoint matching substantially on our data set. Still, a thorough exploration of this question is worthy of future study.

- Our earlier work in the context of retinal image registration showed the advantages of the Dual-Bootstrap ICP growth and refinement procedure over robust ICP when starting from a single initial correspondence [199]. Intuitively, the combination of re-estimation in the bootstrap region and model selection keeps the estimate close to the local minimum while gradually increasing the problem complexity through region growth. In contrast, EM-ICP and RPM [42, 73] attempt to disambiguate matches and estimate the transformation through simultaneous, image-wide consideration of multiple matches per feature. These have not yet been proven to handle low image overlap and a large percentage of features that have no match whatsoever. Our informal experience has been that achieving robustness to unmatchable features pushes the design of the cost function toward heavy reliance on the distance to the nearest match for each feature, significantly reducing the importance of considering multiple matches per feature. A definitive answer to this question is beyond the scope of this chapter.

- The axis-aligned, rectangular shape of the region is a simple, efficient representation. The new use of two independent regions introduced here is important for handling large differences in scale. Region models more sophisticated than our rectangular model could be developed — e.g. ones encompassing only the points where the trace of the transfer error covariance matrix is below a threshold — but the rectangular shape has proven sufficient for all our experiments and has not been the cause of algorithm failure. Note that other region growth techniques have recently been proposed in the literature [58, 197]. Ours differs in that its growth is monotonic and is controlled by the uncertainty in the transformation estimate.
The three-part decision criteria have proven to be essential for handling the challenging image pairs studied here. Other techniques include Brown and Lowe’s combinatorial analysis of keypoint matches [23] and Belongie’s use of distance, brightness variation and bending energy for recognition [13]. Clearly, keypoint-based measures alone are insufficient. Measures based on intensity variation or gradient magnitude differences [186] are not appropriate for the range of appearance variation seen here. Finally, although our three-part criteria have proven highly successful, they are not perfect and further improvements are possible.

5.8 Summary and Conclusion

This chapter has presented the fully automatic Generalized Dual-Bootstrap ICP (GDB-ICP) image registration algorithm designed to handle a wide variety of image pairs, including those showing scale changes, orientation differences, low overlap, illumination differences, physical changes and different modalities. Building extensively on existing work, the algorithm is in fact a series of algorithms designed to work together to solve the problem. Extensive experiments on a 22 image-pair test suite representative of these challenges have shown the effectiveness of the design and demonstrated that a broadly-applicable, fully-automatic image registration is possible. The experiments have also highlighted areas of potential improvement. The most important of these is initialization, especially when there are large appearance variations between images, caused by physical or illumination changes or differences in image modalities. Despite this, the experiments reported here and experience by both our group and others who have tested the GDB-ICP executable demonstrate that it is effective enough for widespread use.
CHAPTER 6
Camera Location Estimation

6.1 Overview

In a new 3d-to-2d image registration problem, the location of a hand-held camera must be determined with respect to a 3d model augmented with image texture information. This requires registering the 2d image with the 3d model and estimating the camera projection matrix, which after decomposition, gives the location of the camera. With no assumptions on the cameras being used, the intrinsic camera parameters, as well as the lens distortion parameters, must be estimated in order to obtain an accurate estimate of the camera location. This is essentially calibrating the camera using the image.

In the previous work, 3d models are often constructed with pure range scans, i.e., without any texture information. When aligning a 2d image with such a 3d model, structural features are often used to drive the registration process. For instance, line segments are extracted and matched with the line segments detected in the image [120, 173, 194]. In recent advancements on the design of LiDAR range scanners, a pre-calibrated camera is embedded within the range scanner, sharing the same optical pathway [112]. Besides range data, the scanner also acquires a set of intensity images. Since the camera is pre-calibrated both intrinsically and extrinsically, it becomes a trivial task to construct a 3d model augmented with texture information. This additional texture information can be used to aid the 3d-to-2d image registration, especially in man-made environments, where smooth surfaces in the scene often have texture that can be used to distinguish one surface from another. In a similar track, Umeda et al. use laser reflectance images to aid image registration [227]. Here, since the scanner’s images are freely available and have similar general appearance\(^{13}\) with the other camera’s image, we employ these intensity images acquired from the pre-calibrated camera to drive the 3d-to-2d image registration.

\(^{13}\)We must stress that significant photometric differences, caused by physical changes, illumination changes, or occlusions, may exist and that our algorithm is designed to handle these differences.
6.1.1 Related Literature

The general literature on image registration is presented in Chapter 2. We focus our attention here on three classes of methods for 3d-to-2d image registration.

- **Structural Features** Several methods are based on extraction and matching of line segments [120, 173, 194]. They rely on the detection of parallel lines in the image and presume the radial lens distortion is known a priori. Both of these restrict the applicability of these methods. Troccoli and Aleen proposed a method based on shadow matching [221], which requires knowledge of the sun position at the moment when the image is taken.

- **Keypoint** A second approach is based on model-to-image keypoint matching [158, 183]. (For details on extraction and matching of keypoints, please refer to Section 2.1.1.3.) This requires obtaining a sufficient number of correct keypoint matches to accurately estimate and verify the 3d-to-2d projection. Similar to 2d-to-2d registration, this can be problematic when there are substantial viewpoint, illumination and structural changes between the model and the test image.

- **Region Growing** A third category of approaches, which includes ours, is based on region-growing [60, 181]. In the closest work, Fraundorfer and Bischof [60] address the “kidnapped robot” problem by matching an image against a piecewise planar (indoor) scene model. They use a single keypoint match to initialize the camera pose from model-to-image matching and then compute the epipolar distance from all matches to confirm the pose. Our approach, designed for outdoor scenes, also starts from a single keypoint match, but is more robust to appearance differences and extends beyond planar surfaces.

6.1.2 Approach

A “test” image, \( I_t \), from the hand-held camera is matched against the world model. The model is constructed from a set of pre-aligned range scans and associated
2d intensity images, \( \{I_M\} \), taken by a camera which is calibrated both extrinsically and intrinsically against the range scanner. Surfaces constructed from the range scans are augmented with backprojected features from the images in \( \{I_M\} \). We refer to such features as “model features” and features estimated from \( I_t \) simply as “test features”. Similarly, the backprojected keypoints extracted from images in \( \{I_M\} \) are referred to as “model keypoints” and the keypoints extracted from \( I_t \) are “test keypoints”.

We follow the GDB-ICP approach from Chapter 5: the algorithm takes a hypothesis-and-test strategy and an extension of the Dual-Bootstrap algorithm [199] for refining initial transformation estimates.

The hypotheses are generated by matching model keypoints with test keypoints. Similar to the GDB-ICP 2d-to-2d image registration, a rank-ordered set of putative initial local surface-to-image mappings is generated. Each is considered in turn and gradually grown into a complete 3d-to-2d projection. Reminiscent of work on alignment-based recognition [92, 121], this exploits the assumption that a large fraction of the model is rigid and therefore a single model-to-image projection based on a pin-hole camera model is appropriate. Once a final projection is generated, accuracy, stability, and consistency tests are used to decide whether to accept the result, or to test the next initial mapping.

The key issues in making this strategy work are 1) how to generate the initial local mapping given the large model space and 2) how to switch effectively from the initial 2d-to-2d surface-image mapping to a 3d-model-to-2d-image projection.

The second problem, and the primary technical focus of the chapter, is how to generate a correct 3d-to-2d alignment of the model with the test image when starting from just a single keypoint match. The trick is the gradual refinement procedure of the Dual-Bootstrap approach. The model keypoints each are on a surface, so we start with a 2d-to-2d surface-to-image alignment in a small area of the model surface surrounding the keypoint. Then we gradually expand the region of the model considered and allow the algorithm to automatically switch between 2d-to-2d transformations that map a single surface to the image and the 3d-to-2d models needed for the full model-to-image projection. Model selection is
applied to automatically make these choices, eventually switching to a model that includes a full perspective camera plus one or two radial lens distortion terms. The entire refinement process, including model selection, terminates once the region is expanded to cover the region of the model (apparently) visible in the test image and the estimation converges.

The remainder of this chapter is organized as follows. Section 6.2 describes data acquisition and model construction. Section 6.3 presents the main algorithm. Section 6.4 describes a variety of experimental results. Finally, Section 6.5 summarizes our contributions and concludes the chapter.

6.2 Data, Models and Preprocessing

The 3d model is constructed from automatically-aligned 3d scans acquired using a Leica HDS 3000 LiDAR scanner. The scanner also produces the model image set, \( \{I_M\} \), acquired using a calibrated camera having the same optical pathway as the scanner’s laser. Model images are preprocessed to extract SIFT keypoints \([122]\), filtering the results spatially to reduce the keypoint set \([25]\). Keypoint locations are back-projected onto the model surfaces. Each of these “model keypoints” has an associated 3d location, scale, and surface normal. In addition, a plane \( \pi \) is fit to the LiDAR points in a reasonably large surface area (80s \( \times \) 80s, where \( s \) is the LiDAR sample spacing on the surface) surrounding the keypoint using an M-estimator. Let \( \mathbf{p}_c \) be the 3d location of the model keypoint, let \( \pi_x \) and \( \pi_y \) be orthogonal axes in \( \pi \), and let \( \pi_z \) be the unit normal to \( \pi \). We establish a 2d coordinate system for any point \( [X \ Y \ Z]^\top \) on plane \( \pi \) by using the following transformation:

\[
\begin{pmatrix}
  x \\
  y
\end{pmatrix} = \begin{pmatrix}
  \pi_x^\top \\
  \pi_y^\top
\end{pmatrix} \begin{pmatrix}
  X \\
  Y \\
  Z
\end{pmatrix} - \mathbf{p}_c.
\] (6.1)

An illustration of the 2d coordinate system is shown in Figure 6.1e. This coarse surface approximation is used in the initial stage of the refinement algorithm.

Each model image is also preprocessed off-line to extract features that can be
viewed as a summary description of image content. These are face points (edge-like features) and corner points, computed at multiple scales and spread throughout the images, even in low-contrast regions. Details of this computation are provided in Section 5.3. These features are backprojected onto the range surfaces to produce “model features”. The distinction between model keypoints and model features is that the model keypoints are quite sparse, have an associated 128-component descriptor vector, and are matched in the similarity space to generate initial transformations. By contrast, the model features are much more dense, more widely spread-out, and are used in the refinement and decision steps. An example section of the model with associated features is shown in Figure 1.13. Each test image, \( I_t \), is preprocessed in the same manner as the model images to extract keypoints and features.

6.3 Algorithm

Mathematically, the goal is to estimate the calibration parameters of the hand-held camera, with the extrinsic parameters providing the desired pose. The estimation depends on establishing correspondence between the model features extracted from \( \{ I_M \} \) and the test features from \( I_t \). The algorithm is outlined in Figure 6.2. Demonstrations of the refinement iterations are shown in Figure 6.3 and Figure 6.4.

6.3.1 Step 1: Keypoint Matching

Keypoints are matched using comparison of SIFT descriptors between the test keypoints and the model keypoints. The keypoint matching process is discussed in more detail in Section 5.2. When the model is just one range scan, the keypoint matching is carried out in the same way as described in [122]. First, for each test image keypoint, \( p_i \), the 2 most similar model keypoints, denoted as \( q_j \) and \( q'_j \), are found from the scan. Second, the best matching model keypoint \( q_j \) is compared against the next best matching model keypoint \( q'_j \). Letting \( D_p \) be the 128-component SIFT keypoint descriptor vector, a ratio is computed for match \( (p_i, q_j) \) as

\[
r(p_i, q_j) = \frac{\| D_{p_i} - D_{q_j} \|}{\| D_{p_i} - D_{q'_j} \|},
\]

(6.2)
Figure 6.1: An example of a keypoint match and an illustration of the local planar coordinate system. (a) shows the 3d model and (b) shows the original test image. (c) and (d) show the first correct keypoint match. Each keypoint is located at the center of the circle, with the radius of the circle representing the scale of the keypoint. The dominant gradient orientation is drawn in blue. The spread-out yellow line segments illustrate the 128-component SIFT descriptor, extracted from 4x4 histograms of intensity gradients. (e) illustrates the local coordinate system constructed around the model keypoint. $\pi_z$ is the dominant gradient orientation and $\pi_z$ is normal to the surface.
1. Generate rank-ordered initial keypoint matches:
   (a) For each SIFT keypoint descriptor from the camera image, \( \mathcal{I}_t \), find the closest \( k \) model keypoints, under the restriction that no two model keypoints are taken from the same scan.
   (b) For each of these \( k \) matches, find the model keypoint from the same scan that is next closest to the test image keypoint descriptor and compute the ratio of descriptor distances.
   (c) Rank-order all matches for all image keypoints by increasing value of this ratio and retain the top 30.

2. For each keypoint match in rank order:
   (a) Generate an initial 2d-to-2d similarity transformation between the model keypoint’s tangent plane, \( \pi \), and the image plane. Initialize a small region \( R \) on \( \pi \).
   (b) **Restricted 2d-to-2d Refinement:** Iterate steps of matching of features from \( R \), re-estimation, growth of \( R \) along \( \pi \), and model selection for the 2d-to-2d transformation between \( \pi \) and the image plane. Repeat until \( R \) reaches a minimum size.
   (c) **Full Refinement:** Continue re-estimation, region growth and refinement, now allowing consideration of 3d-to-2d camera models in addition to 2d-to-2d transformations. Growth of \( R \) is restricted to staying near \( \pi \) until a 3d-to-2d camera model is selected. Repeat until \( R \) covers all visible parts of the model.
   (d) Apply the three decision criteria to the resulting projection. Halt with success if all criteria pass.

3. Halt with failure if all initial transformations are rejected.

**Figure 6.2:** Algorithm summary.

which measures the “distinctiveness” of match \((p_i, q_j)\) when compared to \((p_i, q'_j)\). This matching and the computation of \(r(p_i, q_j)\) are applied to all the image keypoints one by one, generating a set of keypoint matches, \(\{(p_i, q_j) \mid \forall i\}\). Slightly different from [122], this set of keypoint matches is sorted by increasing value of \(r(p_i, q_j)\). The 30 matches with the lowest ratios are used to generate initial model-to-image mapping estimates.

When the model is integrated from multiple scans, however, the above keypoint matching scheme is not as effective: \(r(p_i, q_j)\) gradually loses its power of distinction as the number of model keypoints increases. Thus, we propose a modification to
the keypoint matching scheme with two differences, both designed to handle the
fact that there is a large number of model keypoints across the integrated scans, to
ensure that matches are spread throughout the model, and to ensure that matches
need only be locally-distinct. First, for each test image keypoint, \( p_i \), the \( k \) best
model keypoint matches are found under the restriction that no two of the matched
model keypoints are from the same scan. In practice we use \( k = 4 \) (or the number
of scans if it is smaller). Second, each of these \( k \) matches is compared against the
next best matching model keypoint \( q_j' \), under the restriction that \( q_j' \) was extracted
from the same scan as \( q_j \). (By definition \( q_j' \) will not be among the list of \( k \) best
model keypoint matches.) The ratio \( r(p_i, q_j) \) is computed using (6.2). The set of
matches for all test image keypoints (each keypoint contributing \( k \) matches) is again
sorted by increasing value of \( r(p_i, q_j) \). As above we only take the top 30 matches
to generate initial model-to-image mapping estimates.

6.3.2 Step 2a: Initial 2d-to-2d Transformation

The initial mapping is a 2d-to-2d similarity transformation between the model
keypoint’s approximation plane \( \pi \) and the image plane. The translation compo-
nent aligns the model keypoint location, which is the origin on \( \pi \), with the test
image keypoint location. The angle between the \( x \) axis on \( \pi \) and the test image
keypoint’s gradient vector gives the rotation component. Recalling that each model
keypoint has an associated, backprojected image scale, the scale parameter of the
transformation is the ratio of model and test image keypoint scales.

6.3.3 Step 2b: Restricted 2d-to-2d Refinement

The restricted refinement stage is designed to extract a stable 2d-to-2d trans-
formation between the model surface \( \pi \) and the image plane before allowing consid-
eration of 3d-to-2d projections. This works even when the model keypoint is taken
from a surface region that is planar over only a small area.

Model features close to \( \pi \) (within a few noise standard deviations) and close to
the model keypoint (within 80s, where \( s \) is the sample spacing) are projected onto the
2d coordinate system of \( \pi \). These are then used by the Generalized Dual-Bootstrap
algorithm (Chapter 5) to generate a 2d-to-2d transformation as though they were
<table>
<thead>
<tr>
<th>#</th>
<th>model w/ region colored</th>
<th>test image w/ projected features superimposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><img src="image1" alt="1st row" /></td>
<td><img src="image2" alt="1st row" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="image3" alt="2nd row" /></td>
<td><img src="image4" alt="2nd row" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image5" alt="3rd row" /></td>
<td><img src="image6" alt="3rd row" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image7" alt="4th row" /></td>
<td><img src="image8" alt="4th row" /></td>
</tr>
<tr>
<td>5</td>
<td><img src="image9" alt="5th row" /></td>
<td><img src="image10" alt="5th row" /></td>
</tr>
</tbody>
</table>

Figure 6.3: The first row shows the 3d model with the initial region on plane $\pi$ superimposed (left) and the test image with the corresponding, mapped model features from within this region (right). The second row shows the last iteration of the restricted 2d-to-2d refinement before it proceeds to the full refinement. The third, fourth and fifth rows show initial, intermediate and final iterations of 3d-to-2d estimation. In the left column purple indicates 2d regions, $R$, on plane $\pi$, while yellow implies 3d regions $\bar{R}$. 
Figure 6.4:
Another illustration of the refinement process. The first row shows the 3d model with the initial region on plane $\pi$ superimposed (left) and the test image with the corresponding, mapped model features from within this region (right). The second row shows the last iteration of the restricted 2d-to-2d refinement before it proceeds to the full refinement. The third, fourth and fifth rows show initial, intermediate and final iterations of 3d-to-2d estimation. In the left column purple indicates 2d regions, $R$, on plane $\pi$, while yellow implies 3d regions $R$. Notice that in this case the algorithm starts from a curved surface that is not well-approximated by a plane. Also, at the end of the restricted refined (the 2nd row) and the beginning of the full refinement, the regions become elongated in one direction, demonstrating how the region grows faster along directions where the estimate is more stable.
simply image-plane features. This allows symmetric model-to-image and image-to-
model matching, with both sets of matches used in estimating the transformation
parameters. This prevents singularities that can occur early in the registration
process, especially when the scaling is unstable. It was shown in Section 5.6 that,
when aligning challenging 2d image pairs, not using symmetric matching causes the
loss of 28% of the successful keypoint initializations and three of the most difficult
pairs, including one pair with significant scale difference.

During this restricted refinement, the bootstrap region $R$ is an axis-aligned
rectangle on plane $\pi$. $R$ is initialized as a square with half-width $3\sigma + 20s$, where $\sigma$
is the model keypoint scale and $s$ is the LiDAR sample spacing.

6.3.3.1 Matching and Estimation

Re-using the notation from Chapter 5, the mapping function is denoted as
$T(p; \theta)$, where $\theta$ is the parameter vector. Notice that when the current model is
a 2d-to-2d mapping, $T(p; \theta) : R^2 \rightarrow R^2$. When the current model is a 3d-to-2d
projection, $T(p; \theta) : R^3 \rightarrow R^2$. Given an estimate $\hat{\theta}$ and a set $P$ of model features
sampled from $R$, for each $p_i \in P$, the test-image feature point $q_i$ closest to $T(p; \theta)$
is located, and the pair $(p_i, q_i)$ is added as a correspondence. This is done for both
the corner points and the face points, each feature being matched to features of the
same type. The result is two correspondence sets, denoted $C_c$ for corners and $C_f$ for
face points. The transformation parameters are then re-estimated by minimizing

$$E(\theta) = \sum_{(p_i, q_i) \in C_c} \rho((T(p_i; \theta) - q_i)^\top \eta_i / \sigma_e)$$
$$+ \sum_{(p_i, q_i) \in C_c} \rho(||T(p_i; \theta) - q_i|| / \sigma_c). \quad (6.3)$$

Here, $\rho$ is the Beaton-Tukey biweight robust loss function (see [200]), and $\sigma_c$ and $\sigma_e$ are the robustly-estimated standard deviations of alignment errors for the corner and face points separately. Different error norms and standard deviations are used because the two feature types have different distance measures and error properties. A more detailed discussion about the error norms can be found in Section 5.4.3.

Iteratively-reweighted least-squares is used to minimize (6.3) [200]. This is
combined with the Levenberg-Marquardt optimization technique [113, 132] for models more complex than affine.

Note that Step (2c) also uses a matching and estimation process similar to what is used here (see below). The difference is that in the restricted estimation in Step (2b) the roles of image features and model features are reversed in matching, producing two more sets of correspondences in equation (6.3). In Step (2c) this is not used, in part for efficiency and in part because of the ambiguity of 2d to 3d matching.

### 6.3.3.2 Region Growth and Model Selection

Once the parameters are estimated, the covariance matrix of the estimate is obtained using the inverse of the Hessian of (6.3) evaluated at the parameter estimate $\hat{\theta}$. This is used to control growth of $R$ parallel to $\pi$, with more certainty in the estimate leading to faster growth. The details of the model selection were presented in Section 5.4.4. As a reminder, the model selection step uses the modified form of the Akaike Information Criterion [27] as in:

$$I = -2 \left[ |C_c| \log(\sigma_c) + |C_f| \log(\sigma_f) + E(\hat{\theta}; C_c, C_f) \right] + \frac{2nl}{n - l - 1},$$

(6.4)

where $l$ is the degrees of freedom in current model, $n = 2 |C_c| + |C_f|$ is the effective number of constraints (each corner match provides with two constraints, while each face point match provides one), and the term $2nl/(n - l - 1)$ adjusts for small-sample bias [27, p. 51].

Here, four 2d-to-2d models are used: similarity, affine, plane homography, and plane homography plus radial lens distortion. Finally, region growth, and therefore all of Step (2b), terminate when expansion of $R$ includes all of the selected points. This means $R$ is large enough and therefore the mapping is stable enough to consider switching to 3d-to-2d models.
6.3.4 Step (2c): Full Refinement

Step (2c) uses a similar matching and estimation process to the one in Step (2b) (see Section 6.3.3.1). Here we focus on the transition from 2d-to-2d transformation to 3d-to-2d camera models using the model selection technique and the details of region growth.

6.3.4.1 The Transition

The transition from 2d-to-2d mapping to 3d-to-2d camera projection is essentially a camera calibration problem using a planar surface [204, 224, 241]. (For more complete reviews on camera calibration methods, please refer to Section 2.3.3.)

Taking Zhang’s and Sturm’s approach [204, 241], we compute a simplified camera by using the homography matrix and the orthogonal constraints. First, we apply a rigid transformation similar to the one shown in Equation 6.1 to transform points on the plane $\pi$ to the new plane $z = 0$, such that the points have new coordinate $[x \ y \ 0]^\top$. The desired camera projection in homogeneous coordinates is

$$\begin{pmatrix} u \\ v \\ w \end{pmatrix} = K \begin{bmatrix} r_1 & r_2 & r_3 \end{bmatrix} \begin{pmatrix} x \\ y \\ 0 \end{pmatrix}.$$

where $K$ is the camera calibration matrix and $[r_1 \ r_2 \ r_3]$ is the rotation matrix and $t$ is the translation. Notice it can be simplified to:

$$\begin{pmatrix} u \\ v \\ w \end{pmatrix} = K \begin{bmatrix} r_1 & r_2 & t \end{bmatrix} \begin{pmatrix} x \\ y \\ 1 \end{pmatrix}.$$

Then, if $H$ is the $3 \times 3$ matrix representing the estimated 2d-to-2d plane projective
transformation, the mapping of point \( \begin{bmatrix} x & y \end{bmatrix}^\top \) on plane \( \pi \) into the image plane is

\[
\begin{bmatrix}
    u \\
v \\
w
\end{bmatrix} = H \begin{bmatrix} x \\
y \\
1\end{bmatrix},
\]

which implies \( H = sK \begin{bmatrix} r_1 & r_2 & t \end{bmatrix} \) up to some unknown non-zero scalar \( s \). Letting \( H = \begin{bmatrix} h_1 & h_2 & h_3 \end{bmatrix} \), the equation can be written as

\[
\begin{align*}
h_1 &= sKr_1 \\
h_2 &= sKr_2 \\
h_3 &= sKt,
\end{align*}
\]

or equivalently

\[
\begin{align*}
r_1 &= K^{-1}h_1/s \\
r_2 &= K^{-1}h_2/s \\
t &= K^{-1}h_3/s.
\end{align*}
\]

(6.5)

Recall that rotation matrix \( \begin{bmatrix} r_1 & r_2 & r_3 \end{bmatrix} \) is orthonormal

\[
\begin{align*}
r_1^\top r_2 &= 0, & r_1^\top r_1 &= 1, & r_2^\top r_2 &= 1.
\end{align*}
\]

This constitutes orthogonality constraints for the above equation:

\[
\begin{align*}
h_1^\top K^{-\top}K^{-1}h_2 &= 0, & (6.6) \\
h_1^\top K^{-\top}K^{-1}h_1 &= h_2^\top K^{-\top}K^{-1}h_2. & (6.7)
\end{align*}
\]

Now assuming the skew of the camera is 0 and the principal point \( \begin{bmatrix} u_0 & v_0 \end{bmatrix}^\top \) is fixed at the center of the image, we have a simplified calibration matrix with only
two unknowns $\alpha_x$ and $\alpha_y$:

$$K = \begin{bmatrix}
\alpha_x & 0 & u_0 \\
0 & \alpha_y & v_0 \\
0 & 0 & 1
\end{bmatrix}$$

Substituting the above into Equation 6.6 and Equation 6.7, we can solve for the two unknowns $\alpha_x$ and $\alpha_y$, followed by the computation of the extrinsic parameters using Equation 6.5.

The simplified camera has two intrinsic and six extrinsic parameters, accounting for the eight degree of freedom of the plane homography. Thus, a unique solution can be computed in general using the above formulation. It is worth mentioning that Sturm and Maybank enumerated all critical configurations when using this approach [204]. In our settings, our method is degenerate only when the plane $\pi$ is parallel to the image plane.

Alternative methods for camera calibration using a single planar target can be found in [38, 224, 234].

After initialization, the camera estimate is refined using the Levenberg-Marquardt (L-M) optimization technique [113, 132]. The final camera estimate, along with the correspondence sets $C_f$ and $C_c$, is passed to the model selection criteria to decide when a 3d-to-2d camera projection is more suitable than a 2d-to-2d mapping.

6.3.4.2 Model Selection

In full refinement, we expand $R$ to a volume by adding a component, $\pi_z$, normal to the planar surface of $\pi$. Initially, the width of $R$ normal to $\pi$ is 10 standard deviations (obtaining using the robust estimation of the parameters of $\pi$), large enough to include some points as the surface curves or crosses a crease boundary. The rectangular axes of $R$ remain aligned with the coordinate system of $\pi$ throughout the computation (for this initial estimate).

It is important to consider the challenge here. When using planar camera calibration techniques [204, 224, 241], the estimates tend to be unstable, however, especially for smaller planes and for projecting 3d points far from the planes. For our problem, this affects both camera location estimate and the decision criteria.
More specifically, our growth and refinement process only works effectively if, when $R$ expands, the newly-included points can be matched reliably using the estimated projection parameters. This fails when the camera matrix is too unstable because matches for the new points are likely to be incorrect, driving the transformation estimate in the wrong direction. On the other hand, if we rely on a planar region for too long, then the planar approximation will be inaccurate, leading again to incorrect matching and estimation.

We address this using model selection, allowing competition between 2d-to-2d transformation models and 3d-to-2d projection models. We use the modified form of the Aikaike Information Criteria, same as Equation 6.4. It generally trades-off the stability of lower-order models and the accuracy of higher-order models. In our case, when $R$ encloses points that are only from a planar surface, model selection should tend to choose a 2d-to-2d transformation, at least until a large-enough set of features is included in $R$ (Figure 6.3 and Figure 6.4). When points from a different surface (e.g. at a boundary) are included in $R$, or when the surface starts to curve substantially, a 3d-to-2d model will appear more stable earlier in the computation, and the algorithm will choose it.

Thus, during Step (2c) points in $R$ are used to estimate both a 2d-to-2d transformation and a 3d-to-2d camera projection until the algorithm selects a 3d-to-2d projection (after $R$ has expanded sufficiently). Once the algorithm switches to the 3d-to-2d projection, 2d-to-2d transformations are no longer considered. Prior to this, when the chosen model is 2d-to-2d, matching of model features in $R$ occurs by projecting the points onto $\pi$ and then, using the estimated 2d-to-2d transformation, onto the image plane. The closest test image feature is then found. This generates one element of the correspondence set for each feature.

The parameters of all transformations currently under consideration are estimated using the same set of correspondences. The covariance matrices of these estimates are computed, and model selection is applied. For 2d-to-2d transformations, the four models described above are used, while for 3d-to-2d transformations four additional models are used — the models are listed in Table 6.1. Once a switch is made to a higher order model, the algorithm does not switch back, so fewer than
eight models are typically considered during any one iteration.

Figure 6.5 illustrates the accuracy the estimate of the first selected camera model, which is the 11-degree-of-freedom perspective camera. Figure 6.5a shows a checkerboard image between the test image $I_t$ and a “projection image”, which is generated by projecting the 3d model through the estimated camera. Although the dominant plane on the left of the image is well aligned, many other regions, including those outlined in yellow box, are mis-aligned. This indicates this camera estimate is only accurate in the current region (the region is shown in the left image of the 3rd row in Figure 6.3). As the region grows and more constraints are included in the estimation, the camera estimate will be more and more accurate.

<table>
<thead>
<tr>
<th>Transformation</th>
<th>mapping on plane $\pi$?</th>
<th>number of radial coefficients terms</th>
<th>degrees of freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similarity</td>
<td>Yes</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Affine</td>
<td>Yes</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Homography</td>
<td>Yes</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Homography</td>
<td>Yes</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Reduced camera</td>
<td>No</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Perspective camera</td>
<td>No</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>Perspective camera</td>
<td>No</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>Perspective camera</td>
<td>No</td>
<td>2</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 6.1: The suite of models use during the full estimation. Note that model switching is monotonic — it can only switch to higher order models than the current one. Also, the switching can pick any of the higher order models, not necessarily the next higher one.

6.3.4.3 Region Growth

The region growth depends on whether a 2d-to-2d model or a 3d-to-2d model is selected. In the former case, the model is expanded only along $\pi_x$ and $\pi_y$ (shown in Figure 6.6a). In the latter case, expansion is allowed along $\pi_z$, normal to $\pi$, as well (shown in Figure 6.6b). In either case, growth is controlled by the uncertainty in the mapping of points centered on each face of $R$ (four sides for growth in the plane only). To measure this uncertainty, let $\hat{\Sigma}_\theta$ be the parameter estimate covariance matrix and let the Jacobian of the transformation be $J = \frac{\partial T}{\partial \theta}(p; \hat{\theta})$. The covariance matrix of the mapped point of $p$ (in the image) — or forward transfer error of $p$ —
Figure 6.5: (a) shows a checkerboard image between the original image and the projection image generated by projecting the 3d model through the estimated camera (same iteration as the 3rd row in Figure 6.3). Notice even though the plane on the left is well aligned, many other regions, including those outlined in yellow, are mis-aligned. The right half of the window in (b) is completely missing. The windows in (c) and (d) are mis-aligned between the adjacent two checkers. The base block of the building in (e) is mis-placed on the grassland. This camera estimate will be further refined until the iteration converges. The final accurate camera estimate is shown in Figure 6.7.
The face (side in 2d) of $R$ is expanded outward in inverse proportion to the trace of this “transfer-error” covariance matrix. When the algorithm has switched to a 3d-to-2d mapping, the uncertainty in the mapping tends to cause slower growth normal to $\pi$ than tangent to $\pi$.

When plane $\pi$ is approximately parallel to the image plane (the degenerate configuration), the camera estimate obtained using Zhang’s and Sturm’s method suffers from numerical instability. Points far off plane $\pi$ are likely to be projected to incorrect locations. Thus, matching points far off plane $\pi$ may result in incorrect camera estimate. On the other hand, matching points close to the plane is safe, because the numerically-degenerate camera estimate is still accurate for the projection of points on the plane. This is captured in the computation of $\Sigma_p$ in (6.8) — when the configuration is degenerate, the forward transfer error $\Sigma_p$ indicates it is unstable to grow along $\pi_z$, the normal direction. Therefore, the region will grow slowly along $\pi_z$, allowing correct matching of points close to the plane, until there are enough constraints for the camera estimation. Thus, the algorithm naturally handles this (approximately) degenerate configuration through a combination of the model selection and the region growth described above, unless plane $\pi$ is also “isolated” from the rest of the 3d model, which will be discussed later.

6.3.5 Step (2d): Decision Criteria

Step (2d) terminates when $R$ covers the field of view of the model from the (estimated) perspective of test image $I_t$. In this case, the algorithm evaluates the resulting 3d-to-2d projection using the decision criteria. If these all pass, the algorithm halts with success.

The decision criteria are straightforward adaptations from the Generalized Dual-Bootstrap algorithm (Chapter 5). The first is a threshold on the robustly estimated distance between projected model points and their corresponding image points. The second is the stability in the transformation, measured by the trace of the transfer error covariance matrix (6.8) on the boundaries of the region. Poorly
Figure 6.6: Illustration of the region growth. When the current model is a 2d-to-2d mapping, the region grows along $\pi_x$ and $\pi_y$ (shown in (a)). When the current model is a 3d-to-2d projection, the region grows along all three directions, including $\pi_z$, normal to $\pi$ (shown in (b)).
constrained estimates (which are likely to be based on incorrect correspondences) produce transfer error covariances with relatively large trace values. The third criterion measures the consistency in the constraints by measuring the distribution of the angles between mapped model features — with directions mapped into the image plane of $I_t$ — and their corresponding image features. For correct mappings the angles tend to be clustered near 0. For challenging cases, especially involving substantial changes in viewpoint, illumination, or even scene content, sometimes incorrect mappings fail only one of the three criteria. This makes all criteria necessary. As a final comment, the decision criteria are also applied during refinement, with higher tolerances, to quickly eliminate estimates that started from incorrect matches.

6.4 Experiments

We present experimental evidence showing the effectiveness of our proposed algorithm. Scans were taken across several overlapping areas of campus, covering approximately a 100m x 100m region. Nine scans, each with a large field of view, were collected and integrated. Together these scans contain 55,131 model keypoints. Sixty test images were collected from within the same area. These were taken weeks or months later than the scans, including seven at night, 17 during the winter with snow on the buildings and the ground, and 15 from the same viewpoint but with varying focal lengths. We use these scans and test images to evaluate our algorithm.

6.4.1 Overall

The first result is simply an evaluation of how many of the test images were “correctly” located. We judge correctness here by using the estimated 3d-to-2d transformation (camera) parameters to create a synthetic image from the model and visually compare this image against the test image. If the location is correctly determined, the two images should be very similar, except for illumination differences. The images in Figure 6.8, Figure 6.9, Figure 6.10, and Figure 6.11 show checkerboard mosaics created by extracting alternate blocks of the synthetic and test images.
Figure 6.7: The final camera projection estimate obtained from image (a), after decomposition, gives the camera location and orientation (shown in (b) as a view frustum superimposed with the model). (c) shows the projection image by projecting the 3d model through the estimated camera. (d) shows a checkerboard mosaic of the two images, showing no misalignments and therefore indicating the accuracy of the estimate.
Figure 6.8: Result on the night image shown in Figure 1.13d. The upper left shows the test image and the upper right shows the projection image. The bottom shows a checkerboard mosaic of the two images, showing no misalignments and therefore indicating the accuracy of the estimate. Keypoint matching together with a RANSAC search failed on this model.
Figure 6.9: Result on the winter snow image shown in Figure 1.13e. The upper left shows the test image and the upper right shows the projection image. The bottom shows a checkerboard mosaic of the two images, showing no misalignments and therefore indicating the accuracy of the estimate. Keypoint matching together with a RANSAC search failed on this model.
Figure 6.10: Result on a test image involving a model region with small planar surfaces (the refinement process is illustrated in Figure 6.4). The upper left shows the test image. The upper right shows the projection image. The dark shadow of the tree represents a hole in the model where data are unavailable due to occlusions. The bottom shows a checkerboard mosaic of the two images, showing no misalignments and therefore indicating the accuracy of the estimate. Keypoint matching together with a RANSAC search failed on this model.
Figure 6.11: Example result for a test image from a part of the model containing a repetitive building structure, with test image, projection image and checkerboard all shown.
Of the 60 test images, the algorithm automatically and correctly estimated the camera location of 52. For the remaining 8, the algorithm indicated that it could not find an alignment. The correct alignments include images with different illumination (Figure 6.8), physical changes (Figure 6.9), with significant amount of occlusion (Figure 6.10), and with different scalings (Figure 6.13a and Figure 6.13c). A close examination revealed that the 8 failures are due to poor image contrast, low overlap with the model, or dramatic scaling changes. The failures will be discussed in Section 6.4.5.

6.4.2 Accuracy and Stability of the Estimates

To quantitatively measure the accuracy of our estimated camera locations, we conducted the following experiment using two overlapping 3d models and three intensity images from \( \{ I_M \} \) of each of the two models (shown in Figure 6.12). Denote the two models as Model A and Model B. The ground-truth 3d rigid transformation between Model A and Model B is computed using a new 3d registration method \cite{103}, followed by manual verification. We have mentioned above (in Section 6.1.2) that the intensity images, \( \{ I_A^{A1}, I_A^{A2}, \ldots \} \), used in the construction of Model A, were taken from a camera which is calibrated extrinsically and intrinsically against the range scanner. Hence, for the three images, \( I_A^{A1}, I_A^{A2}, \) and \( I_A^{A3} \), their camera locations with respect to Model A are known a priori. The same applies to the camera locations of \( I_B^{B1}, I_B^{B2}, \) and \( I_B^{B3} \) with respect to Model B. Using the ground-truth 3d rigid transformation, we obtain the ground-truth camera location of images \( I_M^{A1}, I_M^{A2}, \) and \( I_M^{A3} \) with respect to Model B. In comparison, we also obtain the camera location estimates of these images with respect to Model B by applying our algorithm. The ground-truth and estimated values of the camera location and the camera intrinsic parameters are listed in Table 6.2\textsuperscript{14}. The same comparison is conducted between the Model A and images \( I_M^{B1}, I_M^{B2}, \) and \( I_M^{B3} \). The results are listed in Table 6.2.

Based on the Euclidean distance between the ground-truth and estimated camera locations, the best camera location estimates are from images \( I_M^{A1} \) and \( I_M^{A3} \), where

\textsuperscript{14} It is important to point out that this comparison is valid because the images, \( I_M^{A1}, I_M^{A2}, \) and \( I_M^{A3} \), are NOT used in the construction of Model B, and vice versa.
| With Model B | Ground Truth | $I_{M}^{A1}$ Est. | $I_{M}^{A2}$ Est. | $I_{M}^{A3}$ Est. | $|\Delta|$ | $|\Delta|$ | $|\Delta|$ |
|--------------|--------------|-------------------|-------------------|-------------------|-----------|-----------|-----------|
| $\alpha_x$   | 2347.5       | 2311.9            | 2303.4            | 2347.7            | 26.6      | 0.20      | 44.1      |
| $\alpha_y$   | 2345.7       | 2310.2            | 2289.5            | 2346.4            | 30.8      | 0.70      | 56.2      |
| skew $k$     | 0            | -3.6              | -7.6              | -2.4              | 4.53      | 2.44      | 7.57      |
| $u_0$        | 515.5        | 499.9             | 469.1             | 505.6             | 23.9      | 9.87      | 46.4      |
| $v_0$        | 524.9        | 515.3             | 531.8             | 525.6             | 5.75      | 0.67      | 9.64      |
| $x$ (in m.)  | -11.69       | -11.25            | -10.81            | -11.70            | 0.44      | 0.01      | 0.87      |
| $y$ (in m.)  | 14.71        | 14.73             | 14.81             | 14.62             | 0.07      | 0.02      | 0.10      |
| $z$ (in m.)  | 0.03         | -0.02             | -0.02             | -0.01             | 0.12      | 0.05      | 0.21      |
| dist. (in m.)| 0            | 0.44              | 0.90              | 0.14              | 0.50      | 0.14      | 0.90      |

| With Model A | Ground Truth | $I_{M}^{B1}$ Est. | $I_{M}^{B2}$ Est. | $I_{M}^{B3}$ Est. | $|\Delta|$ | $|\Delta|$ | $|\Delta|$ |
|--------------|--------------|-------------------|-------------------|-------------------|-----------|-----------|-----------|
| $\alpha_x$   | 2347.5       | 2204.6            | 2302.5            | 2421.3            | 87.2      | 44.9      | 142.9     |
| $\alpha_y$   | 2345.7       | 2287.7            | 2296.9            | 2404.6            | 55.2      | 48.7      | 58.9      |
| skew $k$     | 0            | 0.38              | -5.9              | 13.84             | 6.70      | 38.13     | 13.84     |
| $u_0$        | 515.5        | 475.6             | 488.0             | 523.4             | 25.1      | 7.90      | 13.84     |
| $v_0$        | 524.9        | 592.1             | 531.1             | 412.1             | 62.07     | 6.21      | 112.8     |
| $x$ (in m.)  | -13.16       | -13.37            | -13.12            | -12.05            | 0.45      | 0.04      | 1.11      |
| $y$ (in m.)  | 13.41        | 11.14             | 12.76             | 13.94             | 1.15      | 0.53      | 2.28      |
| $z$ (in m.)  | 0.19         | 0.84              | 0.10              | -0.24             | 0.39      | 0.08      | 0.65      |
| dist. (in m.)| 0            | 2.38              | 0.66              | 1.30              | 1.45      | 0.66      | 2.38      |

Table 6.2: Comparison between the ground-truth and estimated camera location and intrinsics. The rows marked with $x$, $y$, and $z$ are the corresponding coordinate of the camera locations. The rows marked with “dist.” represent the Euclidean distance from the estimated camera locations to the ground truth. $|\Delta|$ represents the absolute difference between the estimate and the ground-truth value.

We present two ways to quantitatively measure the stability of our estimated camera locations and make a comparison with the results from a keypoint-based method. This keypoint-based method uses Lowe’s keypoint extraction and matching followed by RANSAC estimation and L-M optimization after collecting all the inliers. First, we took 11 test images from the same location while varying the distance is less than 0.5 meters. The worst estimates are from images $I_{M}^{B1}$ and $I_{M}^{B3}$. This is partly due to the dominant plane and the occluded structures, the combination of which results in small variation in depth. In general, considering the camera is 18.8 meters away from the scanner, all of these camera location estimates are quite accurate, having a relative error range between 0.7% to 12%.

We present two ways to quantitatively measure the stability of our estimated camera locations and make a comparison with the results from a keypoint-based method. This keypoint-based method uses Lowe’s keypoint extraction and matching followed by RANSAC estimation and L-M optimization after collecting all the inliers. First, we took 11 test images from the same location while varying the
Figure 6.12: The two models and three of the associated intensity images from each model are shown in two columns. Using these models, images, and the ground-truth 3d rigid transformation between the two models, we can evaluate the accuracy of our algorithm.
focal length of the test image camera from 18mm to 70mm (Figure 6.13). We ran both algorithms on each test image separately and plotted the measured camera location parameters in a coordinate system centered at the origin of the scanner from the closest model scan. Results indicating the differences of the two algorithms are shown in Figure 6.14. Our algorithm obtained more stable estimates than the keypoint-based method. Moreover, the keypoint-based method failed to produce reasonable results on the images beyond 55mm focal length.

In the second experiment, using two cameras we took two separate sequences, each with 3-meter steps between test images (Figure 6.15). We applied both the algorithms to each image separately. We then measured the distance between camera locations for adjacent frames in each sequence. The resulting values, which should each be 3 meters, are plotted in Figure 6.16. The only substantial error for our algorithm is $I_9$ (shown in Figure 6.15), where the test camera entered an area substantially occluded in the 3d model. Otherwise, the relative locations are quite reliable. As a final comment on the results, the keypoint-based method failed to produce reasonable results on five images — $I_7$ to $I_{10}$ and $I_{19}$ — all of which have part of the building facade being occluded.

6.4.3 Keypoint Statistics

We can study the reasons for the failure of using keypoint matching and then RANSAC to estimate the cameras by considering the number and fraction of correct keypoint matches generated in the initialization phase of our algorithm. For example for the image shown in Figure 6.10, there are total 63 keypoint matches that have the ratio (Equation 6.2) smaller than the threshold 0.8 — the threshold used by the SIFT matching algorithm [122]). (The top 30 of these are tested by our algorithm.) Only 5 of these are correct, which we judge automatically based on consistency with a manually-validated camera model. The cause of this is the substantial amount of occlusion. For the after-snow image in Figure 6.9, 69 keypoint matches passed the 0.8 ratio threshold, but only 10 are correct. For the night image in Figure 6.8, only 13 out of the 67 matches are correct. While our algorithm succeeds on these images, having so few correct keypoint matches, both in terms of actual numbers
Figure 6.13: Samples of the test images taken from one viewpoint but at varying focal lengths and the 3d model.
Figure 6.14: Comparison between our algorithm and keypoint matching followed by RANSAC using images at varying focal lengths. (a) shows the $x$, $y$, and $z$ coordinate estimates of the camera location obtained by our algorithm across varying focal length, while (b) show the same estimates obtained by the method based on keypoint matching followed by RANSAC. Ideally, the estimate of each coordinate should form a flat horizontal line. Practically, we can see that our algorithm produces consistent and accurate estimates, whereas the other method produces less stable estimates and fails on images with focal length beyond 55mm.
Figure 6.15: Samples of the test images taken from 3-meter-apart locations using two different cameras with fixed zooms. The images in first column were taken by a Kodak CX7530 camera and the ones in the second column were taken by Nikon D70 camera. Both images in each row were taken at the same location and the camera locations are 3-meter-apart between adjacent rows. The corresponding 3d model is the one shown in Figure 6.13d.
Figure 6.16: Comparison between our algorithm and the method based on keypoint matching followed by RANSAC using images taken at 3-meter-apart locations. (a) shows the distance measure between the estimates of adjacent camera locations obtained by our algorithm, while (b) show the same estimates obtained by the method based on keypoint matching followed by RANSAC. The $y$ coordinate represents the distance value between adjacent location estimates, while the $x$ coordinate is the index of images (same as the one used in Figure 6.15). Ideally, these distance measures should form a flat line at $y = 3$. Practically, we can see that the distance measures produced by our algorithm are stable and close to 3m except one image $I_9$, whereas the other method fails on images between $I_7$ and $I_{10}$ and also on image $I_{19}$. 
and percentages, prevents the effective use of RANSAC-style methods.

Next, we analyze briefly how effectively our single-keypoint initialization works. For our 52 successfully-located test images, the refinement algorithm was successful on the first initialization 15 times (29%), within the top five initializations 28 times (54%), and within the top 20 initializations 50 times (96%). From this it is clear that the algorithm can succeed from a small number of correct keypoint matches.

6.4.4 The Effect of Planarity of the Initial Regions

The final consideration in our experiments is to study the effect of planarity of the initial regions on our algorithm. We show this through examples. In Figure 6.11 the visible part of the model is dominated by two planes, while for the image shown in Figure 6.10 with refinement iterations shown in Figure 6.4, even the initial region is non-planar. Interestingly, the algorithm switched to a 3d-to-2d model at about the same iteration during the computation, although the planar region was smaller (the 2nd row of Figure 6.4).

6.4.5 Failures

The eight failures in the 60 test images are mostly due to low contrast and small overlap with the 3d model (shown in Figure 6.17).

In particular, image $I_9$ shown in Figure 6.15 resulted in an incorrect camera estimate, due to a combination of a close-to-degenerate configuration and “isolated” structures. First, notice the starting plane $\pi$ is approximately parallel to the image plane (shown in the 1st row of Figure 6.19). As we mentioned before, the camera estimate, when computed using Zhang’s planar calibration method, is numerically unstable in this configuration: it is correct only for projecting points on the plane. The projection error becomes large quickly as points move away from the plane. Our algorithm handles this issue by growing off the plane gradually to ensure the projection error remains small enough for correct matching of features. In this particular case, however, when the region grows from the 26th iteration to the 31th iteration, very few constraints are added (this is the isolation area). At the 31st iteration, when matching features in a region (outlined in red in Figure 6.19) that is far from the plane, the error in projection is so large that it results in incorrect
Figure 6.17: Two of the failed test images: (a) is low contrast, while (b) has low overlap with the 3d model. The latter will be fixed with the construction of a larger world model.

matches. This leads to the incorrect camera estimate at the end. A checkerboard image of the incorrect camera estimate is shown in Figure 6.18. We can see the dominant plane is well aligned, but not the other regions.

In comparison, image $\mathcal{I}_{19}$ (shown in Figure 6.15), taken from the same location, did not suffer from the same issue. This is because the extra structures to the right provided a smoother way for it to grow off the plane.
Figure 6.18: A failure example due to isolated structures and a degenerate configuration. The original image is $I_9$ shown in Figure 6.15.

6.5 Discussion and Conclusions

Our experiments have demonstrated the effectiveness of our approach to locating a test camera image with respect to a 3D model constructed from both LiDAR scans and associated image. Our experimental model was constructed over about a 100m $\times$ 100m area of our campus. No prior information is assumed about camera position and orientation. The algorithm works despite significant differences between model scan acquisition and the test images, including illumination, view-
Figure 6.19: Several refinement iterations are shown above to demonstrate how the camera estimate get stuck in a local minimal with the presence of isolated structures. The dominant plane on the right is well aligned from the 26th iteration and on. However, starting at the 31th iteration, the features are misaligned in regions with depth a distance away from the plane. The misalignments can be seen from the zoom-ins of two regions outlined in red, which is an indication of the camera estimate stuck at a local minimal.
point and seasonal changes. The few failures involve low image-to-model overlap — sometimes due to occlusions — and substantial illumination changes. Even in these cases, the algorithm correctly indicates that it can not determine the camera location.

The algorithm works within the hypothesize-and-test strategy of the Dual-Bootstrap approach to registration [199]. The primary technical contribution of this chapter is a technique based on model selection for transitioning from a locally-accurate 2d-to-2d model-to-image transformation to a full 3d-to-2d model-to-image projection. A second, more modest contribution is a search for keypoint matches that allows multiple matches to be considered for each test image keypoint and that tests each keypoint match for distinctiveness only locally. This is a first step toward the more general problem of handling models that represent much larger areas. The primary challenges are the increased difficulty of initialization and handling the sheer model size. We have shown, however, that if only one or two good keypoints matches can be found, then our refinement and decision criteria together will likely turn one of them into a correct localization of the camera.
7.1 Contributions in Retinal Image Registration

The contributions can be described in two categories: retinal image analysis system (RIVERS) and the generalized image registration.

7.1.1 Contributions in retinal image analysis

In the context of retinal image analysis, the specific contributions are the following:

- **Automatic masking**: We developed a fully-automatic technique for extracting the mask image from a variety of retinal images. The technique combines intensity and edge information, detects the mask boundary from a set of candidates, and refines the boundary used an active contour technique with dynamic programming. The experiments have shown the technique is effective and robust. Quantitatively, compared to the ground-truth mask image, the number of mis-labeled pixels on the generated mask images is within 1% of the total number of pixels. Qualitatively, on 2118 test images, the algorithm only generated 12 incorrect mask images, a failure rate of 0.5%.

- **Covariance-driven refinement**: We developed a refinement technique that is capable of aligning image pairs that the pairwise algorithm fails on during multi-image registration. This technique is complementary to pairwise image registration methods: it uses the initialization from the multi-image alignment registration and searches for new correspondences based on the covariance estimate of the transformation parameters. In the experiments, this technique was applied to several sets of retinal images and was shown successful to align image pairs that had extremely low overlap and did not contain enough information for the pairwise registration to succeed.
7.2 Contributions in Generalized Pairwise Registration

In the second part of the thesis, we presented solutions to two different image registration problems: 1) 2d-to-2d image alignment and 2) camera location estimation.

7.2.1 2d-to-2d Image Alignment

The proposed algorithm, GDB-ICP, uses a hypothesis-and-test strategy and an extension of the Dual-Bootstrap ICP method for refinement. The hypotheses are generated from keypoint matching, which produces a local initial mapping using a similarity transformation. The power to start from a local and low-order transformation reduces the size of the search space for an initial estimate and alleviates the difficulty of obtaining a correct initialization in the presence of various photometric differences. The refinement relies on the Dual-Bootstrap ICP method to “grow” a local initial estimate into a global final estimate using a non-linear transformation. Finally, the novel decision criteria ensure that only the correct transformations are accepted.

GDB-ICP is robust to illumination and scene changes and is capable of aligning images acquired using different modalities, from different viewpoints that produce a small amount of image overlap. When the two images have no overlap or there is insufficient information to determine a stable transformation, the algorithm indicates that the images cannot be aligned instead of producing a false alignment.

We constructed a set of 22 challenging image pairs to test the algorithm, including image pairs with low overlap (e.g. 2%), substantial differences in orientation (90 degrees), and large changes in scale (up to a factor of 6.4). The algorithm successfully registered 19 out of the 22 pairs. When testing with all possible pairs, it rejected 99.8% of the pairs with no overlap.

7.2.2 Camera Location Estimation

As an extension of the algorithmic principle of GDB-ICP, we proposed a 3d-to-2d alignment algorithm to estimate the location of a hand-held camera with respect to a 3d model augmented with texture information. Starting from a local
initial surface-to-image mapping, the key issue is how we transition from a 2d-to-2d mapping to a 3d-to-2d projection required for determining the camera location. We addressed this issue by applying a method originally designed for camera calibration using a single planar target. The transition is made using an automatic model selection technique to select the camera model when it is appropriate.

The experiments demonstrated its robustness with respect to illumination changes, physical changes, or occlusion. When applied to a collection of 60 test images and 9 range scans covering 100m x 100m area of RPI campus, our algorithm correctly estimated the camera location of 52 images and indicated that it could not find a camera projection for the remaining 8. On the two sequences of test images, our algorithm clearly surpassed the methods based on keypoint extraction and matching, followed by RANSAC estimation. On the images these methods fail to locate, our algorithm is able to generate accurate camera estimates.

7.3 Future Work

Though the proposed methods work well on the 2d-to-2d image registration problem and the camera location estimation problem, they do not always succeed and there is still room for improvements.

On the camera location estimation, it is learned that the algorithm presented in Chapter 6 does not work well when starting with an “isolated” surface, especially when the isolated surface is approximately parallel to the image plane. Due to numerical instability, the camera projection estimated from the surface, when applied to other regions of the 3d model, may result in incorrect projected locations. This is analogous to applying extrapolation to points far away from the ones used in the estimation. This issue is solvable by starting with two surfaces simultaneously. The constraints on the two surfaces may be combined to produce a more stable camera estimate. However, the combination of two surfaces must be done carefully. Otherwise, it would result in a significant increase of the computation time. For example, 435 hypotheses, as a result of combining every two of the top 30 keypoint matches, is much more expensive to evaluate than the original 30 hypotheses.

Initialization is another area that awaits improvements. The current initialization-
tion scheme, relying on Lowe’s keypoint extraction and matching, is not robust to extreme appearance changes, especially on multi-modal images. Kelman, Sofka, and Stewart have made a step towards this direction [101], but the problem is not solved. Importantly, because of the power of the Generalized Dual-Bootstrap algorithm, we need only one correct keypoint match to succeed. The fact that no combinations of keypoint matches are needed is very different from the commonly-used methods based on keypoint matching, followed by the application of RANSAC. Hence, the question becomes how we can obtain one correct keypoint match efficiently. This is particularly important for the camera location estimation problem, because after demonstrating the capabilities of our location estimation algorithm, the key issue becomes efficiently matching image keypoints when there is a huge number of keypoints in an integrated model.

Another important piece of the work is to broaden the application domain of the unified approach for pairwise image registration. In particular, parallax and deformable image registration are two important problems to be solved.

Parallax, or fundamental matrix estimation problem, is an important step towards structure from motion. There have been significant improvements on the wide-base line matching algorithms during the last decade [24, 45, 133, 143, 170, 225]. However, these methods are not particularly robust to appearance changes or physical changes. One idea is to apply the unified approach using the piecewise-homography models. Each provides constraints on the fundamental matrix. Because this method relies on having planar regions present in the image, however, the overall effectiveness of this method is to be evaluated.

Deformable image registration, on the other hand, posts different challenges. In particular, the large number of parameters in the deformable transformation could result in inaccurate computation of the covariance matrix, and hence impedes the effective use of the Dual-Bootstrap refinement method. This question is to be answered in the future work.
7.4 Conclusion

This thesis has described four novel methods in the context of the image registration.

Most importantly, we proposed two algorithms for solving the 2d-to-2d image alignment problem and the camera location estimation problem. These algorithms have proven robust to appearance changes, physical changes, viewpoint changes, occlusions, and small overlaps. The 2d-to-2d image registration algorithm has also been shown effective with several different image modalities.

In addition, in the context of retinal image registration, an automatic masking technique was developed to extract retinal mask images. This technique is currently in use with retinal image feature extraction, image registration, and change detection algorithms. A covariance-driven refinement algorithm was developed to handle images with low overlaps in the context of multi-image registration.
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