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Although it has become easier for individuals to track their personal health data (e.g., heart rate, step count, and nutrient
intake data), there is still a wide chasm between the collection of data and the generation of meaningful summaries to help
users better understand what their data means to them. With an increased comprehension of their data, users will be able to
act upon the newfound information and work toward striving closer to their health goals. We aim to bridge the gap between
data collection and summary generation by mining the data for interesting behavioral findings that may provide hints about
a user’s tendencies. Our focus is on improving the explainability of temporal personal health data via a set of informative
summary templates, or “protoforms.” These protoforms span both evaluation-based summaries that help users evaluate their
health goals and pattern-based summaries that explain their implicit behaviors. In addition to individual-level summaries,
the protoforms we use are also designed for population-level summaries. We apply our approach to generate summaries
(both univariate and multivariate) from real user health data and show that the summaries our system generates are both
interesting and useful.
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1 INTRODUCTION

Smartphone apps and personal fitness devices have made it increasingly easy for users to collect and monitor
their personal health data. Whereas some of this data requires active entry by the user (e.g., dietary behaviors),
other types of data are passively and continuously collected (e.g., physical activity, heart rate, and location). The
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increased ease of data collection in the personal health domain has inspired the quantified-self movement, where
motivated individuals record almost every aspect of their lives, including mental and physical health. Likewise,
users with chronic conditions regularly use their own health information for health decision making [40], and
ineffective interpretation of one’s data may adversely affect how they take their medications, what they eat, how
they exercise, and even how they socialize [34].

However, there are people who fit neither of the aforementioned groups and simply wish to live a healthier
lifestyle. For such people, it is widely reported that fitness devices and health apps experience a high abandon-
ment rate. Although there are many reported reasons for this, technology-related reasons include the lack of
desired features such as notifications or decision support. Furthermore, if the user-perceived value of the data is
low, this can create a feedback loop where such a perception increases the chance of erroneous or sparse data
being recorded, which in turn lowers the utility of the data and leads to further user disengagement [10]. A key
challenge for most users is often the lack of meaningful interpretation of the health data [9].

This concept can also be applied to personal health data. For those who may wish to improve or maintain their
health, it is important for them to gain more insight into their own health logs to help them reach their personal
health goals, and to assess whether their efforts are bringing them closer to those goals. However, individuals
often find it challenging to understand their own health data, especially when they record multiple types of
data over a long period of time. For example, in the quantified-self community, structured recording of daily
activities and outcomes is practiced regularly. A key hurdle for this community is the extraction of high-level
information from the sea of data and to interpret that information in a meaningful way [9]. This hurdle is also
commonly reported among patients living with chronic conditions [34], who use data for daily decision making
on medication dosages, food intake, and other behaviors. Ineffective interpretation of one’s data may affect the
subsequent decision-making process and anticipated health outcomes. The high frequency of data usage by
those populations makes it impractical to rely solely on medical professionals to interpret their data. Automated
methods to support data interpretation is therefore an urgent need.

Today, a common approach to obtaining expert-generated information on improving or maintaining health
is through a search query online or through contact with a health expert. Although searching for health infor-
mation on the Internet works for the general case, it often lacks the personalization required to accommodate
individual needs. In particular, every person has a different health experience, as exemplified by the uniqueness
of the data collected by the person’s health apps; human health experts may be able to relate an individual’s data
to general health knowledge, but they are expensive to engage with and there are not enough of them. There-
fore, health consumers are often left on their own to bridge the gap between the sea of general health knowledge
and the sea of personal health data. Addressing this gap via automation requires a combination of methods for
anticipating and understanding an individual’s needs, providing an answer or recommendation for meeting that
need, and, importantly, providing an explanation for that recommendation. Black box approaches that generate
recommendations from data without explanation may be acceptable in some domains (e.g., manufacturing, ad-
vertising); however, this is rarely the case when it comes to personal health and healthcare. We believe that an
important aspect of data-driven recommendation involves explaining how the data itself is being interpreted,
and how it can be used to support explanations of downstream algorithms to produce a recommendation.

The main motivation of our work is the need of individuals (who wish to improve their health) to better
understand their past behaviors based on their personal health data that may be inhibiting them from reach-
ing their health goals. With additional comprehension via a natural language summary and a refined focus
on key aspects of their health data, they will have the ability to take action by making appropriate changes
to their routine. We address this problem by creating a framework that provides individuals with personalized
natural language summaries based on behavioral patterns found within their time-series data. Generating ex-
plainable summaries from personal health data is a challenging task. Within the field of summarization, there
are three main approaches when it comes to linguistic summary generation: probabilistic/statistical, neural, and
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rule-based methods [43]. Whereas state-of-the-art probabilistic/statistical and neural methods generate the sen-
tences automatically, the textual output of these approaches is of lower quality than that of the rule-based ap-
proach [43]. Our work, therefore, utilizes a rule-based approach inspired by the principles presented in the work
of Zadeh [49-51] and the database summarization approach in the work of Kacprzyk et al. [23]. Most existing
methods within the linguistic summarization community do not handle time-series data; the few approaches
that do either generate longer narratives of the data [15] or summaries of simpler trends [22], such as whether
the trend is increasing or concave. Our unsupervised approach takes advantage of a more comprehensive set of
summaries along with the use of time-series data mining methods to generate more meaningful summaries.

Our work focuses on improving the explainability of personal health data by generating temporal summaries
in natural language from time-series health data. We propose a comprehensive framework to generate sum-
maries that can help users evaluate their personal health data, and compare their data against general health
guidelines or goals. In particular, we propose a systematic classification of summary types that cover a wide
range of applications in personal health, including evaluation-based summaries that help users evaluate their
health goals, and pattern-based summaries that explain their “hidden” behaviors. Our approach extracts tem-
poral patterns from data and generates clear and concise summaries. In particular, our summaries are based
on a categorical (or symbolic) representation of time-series data (via Symbolic Aggregate approXimation
(SAX) [28]), combined with frequent sequence pattern mining (via SPADE [52]) and categorical clustering
(via Squeezer [18]), allowing us to generate understandable descriptions of hidden and implicit trends (both
within and across multiple time series) that are not obvious from the raw data. To generate these summaries,
we employ the linguistic summarization approach [48, 51] that relies on our proposed time-series protoforms
to describe comprehensible natural language findings in personal health data. A protoform is a sentence pro-
totype or template with placeholders or blanks that are automatically chosen to reflect trends and patterns
supported by the data. For example, consider the protoform On (quantifier) (sub-time window) in the past
(time window), your {attribute) was (summarizer), where the blanks (represented as (blank)) are of different
types and must satisfy different constraints. An example summary generated from this protoform is On most
of the days in the past week, your step count was high. Here, the (quantifier) is “most of the.” Each summary
explains a particular pattern for an attribute (or a set of attributes) to help users make sense of their own
data.

It is important to note that our work significantly extends existing approaches for both linguistic summariza-
tion and time-series data mining. For example, whereas existing time-series data mining methods extract patterns
and trends, we extend them by generating understandable summaries. Likewise, existing linguistic summariza-
tion approaches primarily focus on tabular and non-temporal data, whereas our approach is especially focused
on time-series data. Furthermore, our framework extends current time-series summarization approaches [20-23,
45] both in terms of diversity of summaries that can be produced and what patterns can be found within the
data via mining. With the generation of natural language summaries from both univariate and multivariate tem-
poral personal health data, our system can provide important clues to a better understanding of users’ general
behavior and can facilitate actionable changes to fix areas where they may be falling short of their health goals.
To summarize, our work makes the following significant contributions:

e We propose a comprehensive framework of informative time-series protoforms to produce both
evaluation-based and pattern-based summaries using time-series data mining methods. In particular, we
provide a systemic classification of summary types to be applied to the temporal personal health domain.

e We generate meaningful natural language summaries from both univariate and multivariate time-series
data to highlight hidden patterns found within and between multiple variables. Our approach also
illustrates summary provenance via charts highlighting the appropriate data and/or pattern that support
the summaries. A preliminary user evaluation confirms the usefulness and comprehensibility of our
summaries.
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e We showcase and evaluate the usefulness of the summaries on real user data including food nutrient logs
(using the MyFitnessPal dataset [44]) and fitness data (using the Insight4Wear [35] dataset). We highlight
interesting summaries obtained from users’ nutrient intake, heart rate, and step count data.

e We show that our framework is general and can be applied to different domains in addition to personal
health. We illustrate the generalizability by showing summaries from weather and stock market data.

2 RELATED WORKS
2.1 Data-to-Text Generation

In general, data-to-text generation methods include statistical [26] and neural [25] machine translation, and
rule-based linguistic summarization [6]. Neural and statistical methods rely on the use of automation to produce
natural language summaries, relying on measures like the BLEU score [33] to evaluate these summaries (the
BLEU score measures the correspondence between the algorithm output and the reference human sentences).
Rule-based methods typically use semantically meaningful templates or protoforms to generate their output
and thus obviate the need for measures like the BLEU score. Instead, they rely on human evaluation to judge
this utility, but they can use objective measures such as significance, frequency, and other metrics [6] to judge
the quality of the summary output. Van der Lee et al. [43] compared the performance and text quality between
rule-based, neural, and statistical methods. Their main and important conclusion is that rule-based methods gen-
erally perform faster and produce higher text quality, although the manual creation of the sentence prototypes
is time-intensive. Furthermore, they observe that rule-based methods are generally restricted to more simple
situations and may be less useful in more complex cases. However, statistical- and learning-based methods avoid
manual creation of prototypes but are generally lacking in performance and text quality. It is important to note
a significant drawback of the supervised neural and statistical text generation methods: they typically need a
large set of training pairs containing the input data and the desired natural language summary, which is often
not available. Given that text quality is extremely important within the personal health domain, and given the
lack of training data comprising input raw time-series data and their corresponding natural language health
summaries, we follow the rule-based linguistic paradigm.

2.2 Time-Series Summarization

Our work builds upon and extends linguistic database summarization methods [20-23, 45] that rely on the con-
cept of protoforms and fuzzy logic [6, 51] to summarize data. Linguistic summarization methods have also been
applied to time-series data in various domains, such as elderly care [46], physical activity tracking [37], driving
simulation environments [13], deforestation analysis [11], human gait study [1], periodicity detection [31], time-
series forecasting [24], and generation of longer temporal “narratives” from neonatal intensive care data via the
use of a neonatal ontology [15]. Other work includes the use of genetic algorithms [7] to generate linguistic
summaries from time series, and those that place emphasis on simple trends (e.g., increasing, concave) [22]. In
contrast to these works, we propose a more comprehensive set of summaries, and unlike all previous time-series
summary-based works, we also apply data mining to discover interesting patterns across multiple variables to
produce more interesting summaries.

More recent work on time-series summaries includes that of Murakami et al. [32], who use a neural encoder-
decoder model to generate natural language summaries in the financial domain, and that of Aoki et al. [2], who
extend the model to multiple external factors (e.g., relationships between the Nikkei and Dow Jones stock market
data). For training, Murakami et al. [32] pair a time series with a market comment that aligns with it. They used
16,276 headlines gathered from Nikkei Quick News to train their model. Aoki et al. [2], in addition, use 5-minute

!While there is work on summaries spanning multiple variables in the context of neonatal intensive care data [15], that work is based on a
neonatal ontology and does not perform multivariate temporal pattern mining as in our work.
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charts of seven stock market indices from Thomson Reuters DataScope Select? as an external resource; however,
summaries generated by both of these methods are limited to relatively simple conclusions (e.g., a continual rising
trend). As such, neural network—based methods suffer from several drawbacks, such as the aforementioned lack
of high-quality text [43], dependence on large training data and/or supervision (which is not available for our
personal health domain), and lack of ability to explain patterns directly from raw temporal data. In contrast,
our system is unsupervised and generates summaries that explain interesting patterns and trends that are not
immediately apparent (based on pattern mining and clustering).

The closest work to ours is that of Guimaraes and Ultsch [17], in which the authors generate linguistic de-
scriptions of multivariate data via feature extraction, primitive pattern extraction via neural networks, and rule
generation [42]. In their work, they use unsupervised neural networks to find primitive patterns of events in
time series with natural language names assigned to the primitive patterns in a semi-automated manner. An
example summary of an event from their work is the following: If “no airflow without snoring” is more or less
simultaneous “no chest and abdomen wall movements without snoring,” where phrases (e.g., “no”) resulting
from fuzzy-membership functions are paired with measured attributes (e.g., “airflow”, “chest wall movements”).
In our work, we mine frequent sequences to generate more interesting if-then pattern summaries, as well as
cluster-based pattern summaries. Our framework is also able to provide many more informative summaries
based on the comprehensive set of univariate and multivariate protoforms.

2.3 Time-Series Data Mining

There are many works on time-series data mining, reviewed by Batyrshin and Sheremetov [5], including the con-
struction of rules based on patterns found in the data [12], using derivatives to describe the concavity/convexity
of trends [8], identification of pre-determined patterns using shape descriptors [4], transformation of time series
into state intervals to create association rules [19], generating reports about stocks [36], and so on. It is important
to note that these approaches find temporal patterns or rules based on shapes and trends, but they do not gen-
erate explanations. In contrast, our work tries to explain the important patterns via temporal natural language
summaries.

Our work utilizes the SAX [28] approach to discretize time-series data into a symbolic sequence from which
we can mine patterns and trends. SAX is very effective for motif discovery, dimensionality reduction, and other
data mining tasks on time-series data. Other related work includes Symbolic Fourier Approximation [38], which
is more data adaptive; ABBA [14] that aims to better preserve shapes via adaptive polygonal chain approxima-
tion and mean-based clustering; and ¢SAX [27], which incorporates complexity invariance within SAX. In the
future, we plan to explore these alternative methods in terms of their effect on the mined patterns for summary
generation.

3 TEMPORAL SUMMARIES FOR PERSONAL HEALTH DATA

We begin by defining the basic concepts we will use in the remainder of this article:

o Protoform (P): A sentence prototype (or template) that can be used to generate a natural language sum-
mary.

Summarizer (S): A conclusive phrase for a summary.

Quantifier (Q): A word or phrase that specifies how often the summarizer S is true.

Attribute (A): A variable of interest.

Time window (TW): A time window of interest.

Sub-time window (sTW): A time window at a smaller granularity than TW.

Qualifier (R): A word or phrase that adds more specificity to a summary.

Zhttps://hosted.datascope.reuters.com/DataScope/.
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(b) Carbohydrate Intake Data

Fig. 1. Calorie (a) and carbohydrate (b) intake data for a user from the MyFitnessPal dataset [44]. The different colored
regions correspond to the different summarizers—very low, low, moderate, high, very high—from bottom to top.

Given a set of quantifiers Q, a set of summarizers S, a specified time window granularity TW and sub-time
window granularity sTW, a set of protoforms P, and a set of time series T for a corresponding set of attributes
A, we generate natural language summaries of behavioral patterns found in temporal personal health data. For
example, consider the summary On most of the days in the past week, your calorie intake was high, generated
from the protoform On Q sTW in the past TW, your A was S, the quantifier Q (most of the) represents how often
the finding is found to be true in the data, the attribute A (calorie intake) represents the variable of interest, and
the summarizer S (high) represents the conclusion from the data. Here, the time window TW is weeks and the
sub-time window sTW is days. We use different protoforms to generate more complex summaries describing
interesting patterns within and across variables.

Running example. To instantiate summaries that illustrate each of our protoforms, we will consider real user
data from the MyFitnessPal dataset [44], particularly data on their intake of calories and carbohydrates for a
period of about 6 months (actually 174 days). The corresponding time-series data is plotted in Figure 1. The
five horizontal ranges within the charts each correspond to the range of values for each summarizer in S. For
example, any data point within the top-most (gray) range can be described as “very high.” These regions are
found using SAX [28], which will be explained later in Section 4. Assume that the user is interested in finding
patterns in a weekly time window and has the goal to limit his or her calorie and carbohydrate intake for a 2,000-
calorie diet. Table 1 shows some of the possible quantifiers (Q), and also the attributes of interest (i.e., Calories,
Carbohydrates) and the (sub-) time window values (i.e., day, week) for our running example. For the remainder
of this article, we use the data in Figure 1 as a running example to explain the various protoforms.

3.1 Protoform Hierarchy

We seek to automatically generate a diverse set of summaries of time-series data related to a user’s personal
health. It is important that we have a diverse set to allow us to take into account the various ways we can look at
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Table 1. Variable Assignments

none of the, almost none of the, some of the, half of the, more
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A calorie intake, carbohydrate intake
W weekly granularity
sTW daily granularity
1
I |
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Fig. 2. Hierarchy of protoform or summary types. Protoforms can be group-level or individual-level. Within the individ-
ual level, we propose three types of summaries: (1) based on a specific time window, (2) comparing two consecutive time
windows, and (3) comparing any two time periods. Each of these is further divided into more specific summary types.

a user’s data. Each kind of protoform our system generates highlights a different aspect from the user’s data that
may be helping or hurting their efforts to reach their personal health goals. As shown in Figure 2, we propose
a number of different summary types that are applicable to a wide range of personal health scenarios, and are
meant to be both useful and comprehensive. In particular, we propose three types of individual-level summaries:
(1) specific time window summaries, which look at trends within a specified time window; (2) consecutive time
window-based summaries that compare two successive time periods; and (3) non-consecutive time window—
based summaries that compare different time periods. We also propose a group-level summary that is designed to
see the patterns in a population of users. In addition, these summaries can be augmented with goals or guidelines
to better help the user. These protoforms are equally applicable to quantified-selfers or general users who want
to understand their personal data. When users look at their own data, they may try to look for patterns in the
data that correlate with their daily routine. These patterns reflect their behaviors and can provide clues as to
what aids or hampers progress toward their health goals.

In the following sections, we will explore various protoform types where each protoform p € P has a corre-
sponding set of summarizers S. Each summary template or protoform requires a set of quantifiers and a unique set
of summarizers as appropriate placeholders. Table 2 enumerates the different types of summarizers (S), whereas
Table 1 shows the quantifiers (Q). For each summary type, we will provide univariate and multivariate ex-
amples using the data from the running example in Figure 1, using both calorie and carbohydrate intake as
input variables. In addition to showing the natural language summaries, for better explainability, we display the
provenance of the data supporting the summaries generated using the various protoform types. In particular,
we automatically generate corresponding time-series charts showing where the discovered patterns were found
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Table 2. Summarizers by Protoform Type

Protoform Type Possible Summarizers
Standard Evaluation very low, low, moderate, high, very high
Standard Evaluation (w/ goal) reached, did not reach

Goal Assistance increase, decrease

Day-Based Pattern very low, low, moderate, high, very high
Standard Trend increased, decreased, stayed the same
If-Then Pattern very low, low, moderate, high, very high
Comparison higher, lower, about the same
Comparison (w/ goal) better, not do as well, about the same
Cluster-Based Pattern rose, dropped, stayed the same

Specific Time
Window
1
Sl\r;vgll:d'gwe Weekday- Goal General If-
Ealienen Based Pattern Assistance Then Pattern

Standard Standard
Evaluation Evaluation
(Tw) (sTW)

Fig. 3. Specific Time Window Hierarchy.

in the data, which can be a great aid in understanding the summaries. Furthermore, we describe the summaries
from the perspective of users who are exploring their data and looking for summaries from the simple to the
more complex, which also motivates the need for each summary type.

3.2 Specific Time Window Summaries

When looking for behavioral patterns in a time series, users may want to search for patterns within a specific
time window and evaluate themselves within that time period. Since TW is set to a weekly granularity and sTW
is set to a daily granularity in our running example, this user would be looking at a particular week (or days
within that week) in her intake data so she can evaluate their progress. The summaries we generate for these
patterns are called specific time window summaries; this sub-hierarchy of summaries is shown in Figure 3. Specific
summary types include standard evaluation summaries, those that elicit the particular weekdays, those that aid
goal assistance, and those based on if-then patterns, all within a given time window (e.g., within the past week).

3.2.1 Standard Evaluation Summaries. Standard evaluation summaries are descriptions of evaluations made
over the specified time window by pairing the standard evaluation summarizers from Table 2 with the “best”
quantifier from Table 1. These summaries contain conclusions drawn from both TW and sTW and use summa-
rizer set § = {very low, low, moderate, high, very high}.

Suppose the user is interested in knowing how well she has been doing for the past week. To find this infor-
mation in T, the she may compare the past week with other weeks in the data. Our framework can generate
standard evaluation summaries at the TW granularity with this protoform:
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(b) Carbohydrate Intake Data

Fig. 4. Summary provenance—standard evaluation (TW granularity). The horizontal green range denotes “moderate,” and
the green segment denotes the weekly average. The vertical gold range denotes the week of interest.

Standard Evaluation Protoform (TW granularity): In the past full (time window), your (attribute 1)
has been (summarizer 1), ..., and your (attribute n) has been (summarizer n).

Univariate Example (TW granularity): In the past full week, your calorie intake has been moderate.
Multivariate Example (TW granularity): In the past full week, your calorie intake has been moderate
and your carbohydrate intake has been moderate.

Here, n is the number of attributes. When users receive these summaries on the TW (weekly) granularity,
they are able to evaluate their past full week as a whole relative to other weeks in their data. The provenance
of the preceding example summaries are shown in Figure 4, where the green range represents the summarizer
“moderate” and the gold vertical range represents the time window of interest, which corresponds to the last full
week, namely week 24.

Suppose the user wants more detail on what happened during the past week? We can switch to the sTW (daily)
sub-time window granularity by looking at summaries modeled by the following protoform:

Standard Evaluation Protoform (sTW granularity): On (quantifier) (sub-time window) in the past
(time window), your (attribute 1) was (summarizer 1), ..., and your (attribute n) was (summarizer n).

Univariate Example (sTW granularity): On some of the days in the past week, your calorie intake
has been low.

Multivariate Example (sTW granularity): On some of the days in the past week, your calorie intake
has been low and your carbohydrate intake has been high.

With these summaries, the user gains the knowledge that their calorie intake was actually low on some of
the days in the past week. Figure 5 shows specific days (red points) that support the summary. In these charts,
the yellow range represents the “low” summarizer, whereas the red range represents the “high” summarizer.
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Fig. 5. Summary provenance—standard evaluation (sTW granularity). The (horizontal) yellow region denotes “low,” and the
red region denotes “high.” The vertical range in gold highlights the week of interest.

The vertical range in gold represents the time period of focus with relevant data points in red. Users can use
these summaries to examine their behavior on those days, and try to get closer to their goals. The multivariate
example implies that there may be a behavioral pattern between the user’s calorie and carbohydrate intake.

Often, the user may be interested in specific conditions under which a pattern manifests itself. The following
protoform can be used when enhanced with a qualifier, which adds more context:

Standard Evaluation Protoform (w/ qualifier): On (quantifier) (sub-time window) in the past (time
window){qualifier), your (attribute n + 1) was (summarizer n + 1), . ..

Multivariate Example (sTW granularity w/ qualifier): On all of the days in the past week, when your
calorie intake was very low, your carbohydrate intake was moderate.

For this summary, the user can clearly see a behavioral pattern that occurred in the past week. Whenever
she had a very low calorie intake in the past week (the qualifier), her carbohydrate intake was moderate. She
can use this summary to lower her carbohydrate intake if she chooses to eat similar foods as on the day(s) she
had a very low calorie intake. These summaries enable the user to comprehend how well she has performed in
specific aspects (e.g., her calorie intake) within a specified time window. She can also look at Figure 6 to verify
the multivariate summary. In these charts, the blue range represents the “very low” range, whereas the green
range represents the “moderate” range. The vertical range represents the data the summary is describing, and
the data points that agree with the summary are in red.

3.2.2 Day-Based Pattern Summaries. These summaries focus on patterns in the user’s behavior in terms of
certain attributes during “named” days of the week (e.g., Mondays). After receiving the preceding standard
evaluation summaries, our user may wonder how she typically performs on certain days of the week. It is pos-
sible that she perform better for her health goals on certain days. The following protoform can be used with § =
{very low, low, moderate, high, very high}:

ACM Transactions on Computing for Healthcare, Vol. 2, No. 3, Article 21. Publication date: July 2021.



A Framework for Generating Summaries from Temporal Personal Health Data

21:11

83,000 [, ¢ M A » Y
. | W, i \
-l b Pl il /b L Al T
T AR ') e i Ve ‘
’ 1 2 3 4 5 6 7 8 9 10 11 12 \i;eeklsél 15 16 17 18 19 20 21 ZZ 23 24 25
(a) Calorie Intake Data
(%] 400*‘ | | | ‘l —
S N 1[ I .
S | S WYL O O Y SRV | WY |, Al
g (lad I\VJ leo ol & L7 8 2UAR ll\-'}\l\ Il\/\ﬂf I[1 | A AV VAV AR ILAN IRV Al
Sl AN W RV LAR Skl |/ I F! ’ VY
S N V \ ty uVV \l
1 2 3 4 5 6 7 8 9 10 11 12 \Al;eek;4 15 16 17 18 19 20 21 22 23 24 25

(b) Carbohydrate Intake Data

Fig. 6. Summary provenance—standard evaluation (sTW granularity w/ qualifier). The cyan region corresponds to “very

low” and green to “moderate.” The vertical region in gold denotes the week of interest.

Day-Based Pattern Protoform: Your (attribute 1) tends to be (summarizer 1), ...,
n) tends to be (summarizer n) on (specified day).

Univariate Example: Your calorie intake tends to be very high on Sundays.

and your (attribute

Multivariate Example: Your calorie intake tends to be very high and your carbohydrate intake

tends to be very high on Sundays.

According to the preceding summaries, the user does not perform well on Sundays; both calorie and carbohy-
drate intake are typically very high on Sundays. Using these conclusions, the user can monitor how she usually
eats on that day and take preventive action. Figure 7 illustrates the multivariate summary. In the charts, the gray

range represents the “very high” range. The vertical green bars represent the day of the week specified.

3.2.3  Goal Assistance Summaries. Goal evaluation can be added to any summary type to evaluate a certain
attribute against a goal or a guideline. How would users evaluate their progress toward their goals? If our user
wishes to evaluate how well she limits their carbohydrate and calorie intake in a specific week, this protoform

can be used:

Goal Evaluation Protoform: On (quantifier) (sub-time window) in the past (time window), you

(summarizer 1) your goal to keep your (attribute 1) (goal 1),...,
to keep your (attribute n) (goal n).

and you (summarizer 1) your goal

Univariate Example: On most of the days in the past week, you did not reach your goal to keep

your calorie intake low.

Multivariate Example: On some of the days in the past week, you did not reach your goal to keep

your calorie intake low and you reached your goal to keep your carbohydrate intake low.
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(b) Carbohydrate Intake Data

Fig. 7. Summary provenance—day-based pattern. The data points supporting the conclusion are in red. Specific days of
interest are shown as green line segments. The gray region denotes “very high.”
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Fig. 8. Summary provenance—goal evaluation/assistance. The red line denotes the goal of 2,000 calories, and the vertical
region in gold denotes the week of interest.

This protoform is similar to the one used for the standard evaluation summary at the sub-time window gran-
ularity but with the summarizer set § = {reached, did not reach}. These summaries can be used to realize that
they fail to reach their calorie intake goal. On the bright side, they have some days where they reach their car-
bohydrate intake goals. These goals can be extracted from official health guidelines such as the ADA Lifestyle
guidelines or suggested by health physicians [3]. Figure 8 illustrates the univariate summary. In this chart, the
horizontal red line represents the calorie intake goal and the vertical range represents the data the summary is
describing.

In addition to goal evaluation summaries, we also provide goal assistance summaries that not only evaluate
users’ progress toward a goal but are also constructed to assist the users if they seem to be struggling. These
summaries evaluate the user’s data for multiple attributes against guidelines that are less defined, such as certain
diets. The system must also determine which attributes to mention in the final summary without making the
summary too lengthy. Goal assistance summaries can be thought of as a combination of goal evaluation sum-
maries. This time, the set of summarizers is § = {increase, decrease}. If the users wish to receive a more direct
summary of what they should be working on, we can use this protoform:
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Goal Assistance Protoform: In order to better follow the (goal), you should (summarizer 1) your
(attribute 1), (summarizer 2) your (attribute 2), . .., and (summarizer n) your (attribute n).

Univariate Example: In order to better follow the 2000-calorie diet, you should decrease your calorie
intake.

Multivariate Example: In order to better follow the 2000-calorie diet, you should decrease your calo-
rie intake and increase your carbohydrate intake.

Looking at the preceding summary, the user may actually want to increase her carbohydrate intake while
lowering her calorie intake based on how she performed last week. This is an expected output, as the 2,000-calorie
diet recommends a higher amount of carbohydrates while the user wishes to limit her carbohydrate intake. It
may be best for the user to switch instead to a low-carbohydrate eating plan. The provenance illustration for the
univariate summary is the same as in Figure 8.

3.24 General If-then Pattern Summaries. These summaries find possible correlations between multiple vari-
ables pertaining to a user’s behavior over the entire time window. What if the user wishes to find a possible
correlation between a certain behavior and an inhibiting action she takes? The following protoform generates a
summary that describes this correlation:

General If-Then Pattern Protoform: In general, if your (attribute 1) is (summarizer 1), ..., and your
(attribute n) is (summarizer n), then your (attribute n + 1) is (summarizer n + 1), . . ., and your (attribute
n + m) is (summarizer n + m)

Example: In general, if your calorie intake is low, then your carbohydrate intake is high.

These summaries have summarizer set $ = {very low, low, moderate, high, very high}. Figure 9 verifies the multi-
variate summary, focusing on the last 2 weeks of data. The yellow range represents the “low” range, and the red
range represents the “high” range. The data points that agree with the summary are in red.

3.3 Consecutive Time Window Summaries

After searching within specific time windows to find behavioral patterns, our framework allows the user to move
on to comparisons between time windows. Naturally, the user would start with consecutive time windows, or
time windows that are next to each other. With TW set to a weekly granularity and sTW set to a daily granularity,
our user will find patterns between consecutive weeks and consecutive days. The summaries that follow are
referred to as consecutive time window summaries, and their inter-relationships are shown in Figure 10.
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Fig. 10. Consecutive time window hierarchy.

3.3.1 Standard Trend Summaries. Suppose the user wishes to know how she performs from day to day. Look-
ing at the data, how often does her calorie intake increase or decrease between days? We can use a standard
trend summary to see this.

Standard trend summaries describe trends from one sub-time window to the next. These summaries can be
used to describe a user’s tendency between two consecutive sub-time windows and use summarizer set § =
{increased, decreased, stayed the same}.

Standard Trend Protoform: (Quantifier) time, your (attribute 1) (summarizer 1),..., and your
(attribute n) {(summarizer n) from one (sub-time window) to the next.

Univariate Example: Half of the time, your calorie intake increases from one day to the next.
Multivariate Example: Some of the time, your calorie intake increases and your carbohydrate
intake increases from one day to the next.

These two summaries allow our user to know that there is around a 50% chance that her calorie intake will
increase the next day, and that there is a relatively smaller chance that her calorie intake and her carbohydrate
intake will both increase the next day. Although similar to standard evaluation summaries (which evaluate the
attribute on each day), here we evaluate the attribute between 1 day and the next; these summaries are ratio-
based and span the entire dataset instead of a specified time window. Figure 11 verifies the multivariate summary.
In the charts, the red line segments indicate where the pattern is found.

3.3.2 If-Then Pattern Summaries. What if the user wishes to know more about how her past and current be-
haviors predict the trends in the near future? For answering this, we propose if-then pattern summaries that
provide more interesting patterns based on frequent sequence mining [52]. These patterns span multiple con-
secutive sub-time windows and are of variable length, constrained by the size of the time window. They use
summarizer set § = {very low, low, moderate, high, very high}. The protoform is as follows:

If-Then Pattern Protoform: There is (confidence value) confidence that, when your (attribute 1)

is (summarizer 1:1), then (summarizer 2:1),..., then (summarizer m:1), ..., and your (attribute n) is
(summarizer 1:n), then (summarizer 2:n), ..., then (summarizer m:n), your (attribute 1) tends to be
(summarizer (m + 1):1),..., and your (attribute n) tends to be (summarizer (m + 1):n) the next (time
window).

Univariate Example: There is 100% confidence that, when your calorie intake follows the pattern of
being moderate, your calorie intake tends to be very low the next day.
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Fig. 11. Summary provenance—standard trend. Red line segments illustrate the pattern.

Multivariate Example: There is 100% confidence that, when your calorie intake follows the pattern
of being very high, your calorie intake tends to be very high and your carbohydrate intake tends
to be very high the next day.

In the preceding protoform, m represents the number of summarizers per attribute and n represents the total
number of attributes. From these summaries, the user can conclude that her calorie intake is typically very low
after having a moderate intake the previous day. However, if she has a very high calorie intake, then both calorie
and carbohydrate intake remains very high the next day as well. Figure 12 verifies the multivariate summary. In
the charts, the gray range represents the “very high” range. The data points that agree with the summary are in
red.

How about if the user wants to see these behavioral patterns pertaining to days of the week? If-then pattern
summaries can also be made dependent on the day of the week, via the protoform:

Day If-Then Pattern Protoform: There is (confidence value) confidence that, when your (attribute 1)
is (summarizer 1:1) on a (day 1:1), then (summarizer 2:1) on a (day 2:1), .. ., then (summarizer m:1) on a
(day m:1), ..., and your (attribute n) is (summarizer 1:n) on a (day 1:n), then (summarizer 2:n) on a (day
2:n), ..., then (summarizer m:n) on a (day m:n), your (attribute 1) tends to be (summarizer (m + 1):1)
the next (day (m + 1):1),..., and your (attribute n) tends to be (summarizer (m + 1):n) the next (day
(m + 1):n).

Univariate Example: There is 100% confidence that, when your calorie intake follows the pattern of
being very high on a Saturday, your calorie intake tends to be very high the next Sunday.
Multivariate Example: There is 100% confidence that, when your calorie intake follows the pattern
of being very high on a Saturday, your calorie intake tends to be very high the next Sunday and
your carbohydrate intake tends to be very high the next Sunday.
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Fig. 12. Summary provenance—if-then pattern. The gray region denotes “very high.” Red points denote points supporting
the pattern.

In the preceding protoform, m represents the number of summarizer-day pairs per attribute and n represents
the total number of attributes. The user can observe that if she has Saturdays with very high calorie intake,
she typically consumes a lot of calories and carbohydrates on Sunday. This can allow the user to make changes
in her weekend diet. Figure 13 verifies the multivariate summary. In the charts, the gray range represents the
“very high” range. The data points that agree with the summary are in red, and the vertical green bars show the
specified day of the week.

3.4 Non-Consecutive Time Window Summaries

Having examined the patterns that can be found between consecutive time windows, the user may try to find
patterns across time windows that are not consecutive. Perhaps the past week she had was similar to another
week that occurred in an earlier month. Summaries explaining these types of patterns are called non-consecutive
time window summaries. These summaries look at time windows that do not necessarily have to be consecutive;
they compare discovered trends found in one time window with those of another time window in the data. The
inter-relationships for these summaries are shown in Figure 14.

3.4.1 Comparison Summaries. What if the user wants to make comparisons between her most recent week of
logging and a week in a much earlier part of her data? Comparison summaries provide comparisons between any
two different time windows to help users evaluate their behavioral differences. These summaries use summarizer
set S = {higher, lower, about the same}. The protoform is as follows:

Comparison Protoform: Your (attribute 1) was (summarizer 1),..., and your (attribute n) was
(summarizer n) on (time window 1) (number 1) than they were on (time window 2) (number 2).

Univariate Example: Your calorie intake was about the same in week 24 than it was in week 12.
Multivariate Example: Your calorie intake was about the same and your carbohydrate intake was
about the same in week 24 than they were in week 12.
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Fig. 13. Summary provenance—day if-then pattern. Red points support the summary, and green line segments denote the

days of interest.
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Fig. 14. Non-Consecutive Time Window Hierarchy.

Looking at the past week and another week earlier in the data, the user can see that her intakes of calories
and carbohydrates of this past week were about the same as they were 4 months before. Figure 15 verifies the
multivariate summary. In the charts, the gray vertical range represents the past week, whereas the golden vertical

range represents the week it is compared against.
Comparison summaries can also be enhanced with a goal using summarizer set § = {better, not do as well,

about the same}. We display the protoform next:

Goal Comparison Protoform: You did (summarizer 1) overall with keeping your (attribute 1) (goal
1),..., and you did (summarizer n) overall with keeping your (attribute n) (goal n) in (time window 1)
(number 1) than you did in (time window 2) (number 2).

Univariate Example: You did about the same overall with keeping your calorie intake low in week
24 than you did in week 12.
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Fig. 15. Summary provenance—comparison. The gray vertical region is the past full week, and the gold region is the week
being compared against. The green line segments denote the week-based summarizer, which is “moderate.”

Multivariate Example: You did about the same overall with keeping your calorie intake low and you
did about the same overall with keeping your carbohydrate intake low in week 24 than you did in
week 12.

Figure 15 illustrates the multivariate summary. In the charts, the gray vertical range represents the past week,
whereas the yellow vertical range represents the week it is compared against. The green segments denote the
average nutrient level for that week.

3.4.2  Cluster-Based Pattern Summaries. The users may also want to predict how they will act the following
week based on their behavior in the past week. One method to achieve this would be to find other weeks most
similar to this past one and to see what happened in the weeks that followed them. We use cluster-based pattern
summaries to display these patterns.

These summaries factor in all of the other time windows that are similar to the time window in question,
resulting in a cluster. For example, if we are looking at the current week, our system will factor in every other
week that has a similar representation (using the Squeezer [18] clustering algorithm). These summaries use
summarizer set S = {rose, dropped, stayed the same}. In addition to a protoform, we also add a description of the
preceding week:

Preceding Time Window Description Protoform: In (time window) (week number), your (attribute
1) was (summarizer 1:1), then (summarizer 2:1), . . ., then (summarizer my:1), . .., and your (attribute n)
was (summarizer n:1), then (summarizer n:2), ..., then (summarizer m,,:n).

Cluster-Based Pattern Protoform: During (quantifier){time window (plural)) similar to (time window)
(week number), your (attribute 1) (summarizer 1),..., and your (attribute n) (summarizer n) the next
(time window).
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Fig. 16. Summary provenance—cluster-based pattern. The gray region is the past full week and the golden regions are
the weeks similar to it. The different colored line segments denote the summarizers at week level: yellow is “low,” green
“moderate,” and red “high.”

Univariate Example: In week 24, your calorie intake was moderate, then very low, then high, then
very high, then low, then moderate. During more than half of the weeks similar to week 24, your
calorie intake dropped the next week.

Multivariate Example: In week 24, your calorie intake was moderate, then very low, then high,
then very high, then low, then moderate and your carbohydrate intake was moderate, then high,
then very low, then high. During half of the weeks similar to week 24, your calorie intake dropped
and your carbohydrate intake stayed the same the next week.

Here, m; is the number of summarizers for attribute i, and n is the number of attributes. Note that the quantifier
is calculated from the cluster alone instead of the entire dataset. We can see that in every summary of this type, the
description of the time window comes first. The description is then followed by the actual protoform. From these
summaries, the user in our running example is able to know how exactly her past week went for each nutrient.
The user can also conclude that her calorie intake will likely drop the next week, whereas her carbohydrate intake
has around a 50% chance of staying the same. Figure 16 illustrates the multivariate summary. In the charts, the
gray vertical range represents the past week, whereas the golden vertical ranges represent the weeks considered
similar to the past week.

The user may also wish to focus on the most recent week. Despite the conclusions stated by the cluster-
based pattern summaries, it is possible that the user has not behaved this way recently. Cluster-based pattern
summaries can also be used for what we call a standard pattern protoform:

Standard Pattern Protoform: The last time you had a (time window) similar to (time window)
(number), your (attribute 1) (summarizer 1),..., and your (attribute n) (summarizer n) the next (time
window).

Univariate Example: The last time you had a week similar to week 24, your calorie intake dropped
the next week.
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Fig. 18. Group-Level Hierarchy.

Multivariate Example: The last time you had a week similar to week 24, your calorie intake dropped
and your carbohydrate intake stayed the same the next week.

The user can now see from the standard pattern summaries that (for the most part) the behavior found by
the cluster-based pattern summaries still repeats in the most recent week. This reinforces the user’s motivation
to work toward changing or maintaining her behavior during the next week. Figure 17 verifies the multivariate
summary.

3.5 Group-Level Summaries
Moving away from the point of view of a user, suppose we have researchers or clinicians who wish to evaluate
an entire population of users or patients. What if they want to know how the entire user population is faring as
a whole or how a particular user compares to other users (where such data is available)? We can use group-level
summaries to find this answer.

Population evaluation summaries. Our system currently generates population evaluation summaries for nutri-
ent intake data (Figure 18), which has further sub-types described in the following. Our approach can summarize
the study population as a whole using the individual summaries previously generated by our system. If the user
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wishes to know how they compare against other users in terms of their calorie and carbohydrate intake in the
past week, this protoform can be used:

Population Evaluation Protoform: (Quantifier 1) participants in this study had a (summarizer 1)
(attribute 1), a (summarizer 2) (attribute 2), ..., and a (summarizer n)(attribute n) (sub-protoform).
Univariate Example (Standard Evaluation (TW)): Some of the participants in this study had a mod-
erate calorie intake in the past full week.

Multivariate Example (Standard Evaluation (TW)): Some of the participants in this study had a
high calorie intake and a very high carbohydrate intake in the past full week.

Here we define (sub-protoform) as a portion of an actual summary used to describe a number of users in
the dataset. This “sub-protoform” identifies the summary type the population has been evaluated on and the
conclusion found. The user in our running example can use these summaries to know that at least some of the
users in the study did better at managing their calorie intake in the past full week. Now, the user may be more
motivated to make changes in their diet for the upcoming week.

There are also special cases of the group-level protoforms for some of the aforementioned protoform types,
namely the cluster-based pattern, standard pattern, and (day) if-then pattern protoforms. For the cluster-based
pattern protoform, we have the following:

Population Evaluation Protoform (Cluster-Based Pattern): After looking at clusters containing
(time window (plural)) similar to this past one, it can be seen that (quantifier) participants with these
clusters may see (summarizer 1) in their (attribute 1), ..., and (summarizer n) in their (attribute n) next
(time window).

Univariate Example (Cluster-Based Pattern): After looking at clusters containing weeks similar to
this past one, it can be seen that some of the participants with these clusters may see a rise in their
calorie intake next week.

Multivariate Example (Cluster-Based Pattern): After looking at clusters containing weeks similar to
this past one, it can be seen that almost none of the participants with these clusters may see a rise in
their calorie intake and little to no change in their carbohydrate intake next week.

For the standard pattern protoform, we have the following:

Population Evaluation Protoform (Standard Pattern): Based on the most recent (time window) sim-
ilar to this past one, it can be seen that (quantifier) participants may see (summarizer 1) in their (attribute
1), ..., and (summarizer n) in their (attribute n) next (time window).

Univariate Example (Standard Pattern): Based on the most recent weeks similar to this past one, it
can be seen that some of the participants may see a drop in their calorie intake next week.
Multivariate Example (Standard Pattern): Based on the most recent weeks similar to this past one,
it can be seen that almost none of the participants may see a rise in their calorie intake and little to
no change in their carbohydrate intake next week.

Finally, for the if-then pattern protoform, we have the following:

Population Evaluation Protoform (If-Then Pattern): For (quantifier) participants in this study, it
is true that when your (attribute 1) is (summarizer 1:1), then (summarizer 2:1), ..., then (summarizer
m:1), ..., and your (attribute n) is (summarizer 1:n), then (summarizer 2:n), . . ., then (summarizer m:n),
their (attribute 1) tends to be (summarizer (m + 1):1), ..., and their (attribute n) tends to be (summarizer
(m + 1):n) the next (time window).
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Univariate Example (If-Then Pattern): For all of the participants in this study, it is true that when
their calorie intake follows the pattern of being very high, their calorie intake tends to be high the
next day.

Multivariate Example (If-Then Pattern): For all of the participants in this study, it is true that when
their calorie intake follows the pattern of being low, their calorie intake tends to be moderate and
their carbohydrate intake tends to be moderate the next day.

The population evaluation protoform for the day if-then pattern protoform differs in the same way as the
regular if-then pattern protoform.

4  SUMMARY GENERATION AND MINING

Having described the different protoforms and concrete examples of summaries on the real user data, we now
outline our summary generation approach.

Representing time series as symbolic sequences. To find interesting discoveries from time-series data, such as
frequent patterns and anomalistic behavior, we first represent the raw time-series data in symbolic form. To
achieve this, we use the SAX symbolic representation [28] for each time series, which also makes it easier to
represent the time series at different granularities.

The symbols, in particular, are letters from some alphabet. Provided an alphabet size n and the time window
size, SAX z-normalizes the raw data of each time series to a zero mean with a standard deviation of 1. It then
uses Piecewise Approximate Aggregation to reduce the dimensionality of each time series, depending on the time
window size. This reduction allows the ability to easily switch between temporal granularities. After the data
is projected onto its principle components and normalized, SAX generates n equiprobability bins based on the
standard Gaussian distribution with each segment represented by its corresponding bin symbol. Figure 19 shows
the SAX representation of both calorie and carbohydrate intake data for our example user. The SAX representa-
tion at the daily level can be read by simply associating each colored region in the figure with the corresponding
letter from the alphabet comprising a, b, ¢, d, and e (corresponding to “very low,” “low,” “moderate,” “high,”
and “very high,” respectively). The SAX representations at the week level correspond to the similarly colored
line segments. For example, as observed in Figure 19b), the week-level categorical sequence for carbohydrates is
“cbdbecceccceccbdddaccbbdce.”

4.1 Pattern Mining

We employ two different types of pattern mining approaches, based on clustering and frequent sequence mining.

Cluster-based patterns. After partitioning the sub-time window SAX representation into time window tuples
(e.g., chunking a string of days into weeks), we combine multiple time series into multivariate symbolic se-
quences. For example, if one variable has the SAX sequence “abacbbc” and another the sequence “becabee,” then
the combined multivariate sequence is “a-b, b-c, a-c, c-a, b-b, b-c, c-c,” where the symbols in the correspond-
ing positions have been combined into an “event.” We then group these combined sequences into clusters. For
clustering, we use Squeezer [18], which is an online clustering algorithm for categorical data that only needs
a similarity threshold s to find clusters. For each tuple t, Squeezer assigns it to an existing cluster or creates a
new cluster based on the similarities between ¢ and the existing clusters, using threshold s. A sampling-based
approach is used to determine s. We sample a fraction f of the window tuples and calculate the average similarity
between each pair of tuples in the sample, using

sim(Ty; Tj) = HAk|Ti. Ak = Tj.Ap, 1 < k < n}, 1)

where T; and T; are tuples, Ay is the SAX symbol at index k, and n is the time window size. In other words, the
similarity is based on the number of matching symbols at corresponding positions. We repeat this process 1/ f
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(b) Carbohydrate Intake Data: SAX week sequence ‘cbdbeccccccccbdddaccbbdce’

Fig. 19. SAXrepresentation for the calorie (a) and carbohydrate (b) intake data for a user from the MyFitnessPal dataset [44].
The different colored regions correspond to the different letters (a, b, ¢, d, and e) that we map to different summarizers (very
low (cyan), low (yellow), moderate (green), high (red), and very high (gray), respectively). Each horizontal segment represents
the SAX symbol for each week, whereas individual data points can be seen to belong to the different regions. The SAX
representation (sequence over the letters a through e) at the weekly granularity is shown for both calorie and carbohydrate
intake.

times (e.g., if we sample f = 0.2 or 20% of the tuples, we repeat the sampling 1/f = 5 times), and set a as the
mean of all average pairwise similarities. Finally, we set s = a + 1, as suggested by He et al. [18].

Each cluster now contains non-consecutive time windows that have been grouped together by similarity.
From these clusters, we can use the history of the attributes involved to “predict” what may happen in the time
window following the one we are interested in. Typically, we choose the most recent time window in an attempt
to “predict” the future, although it may also be beneficial to use another time window. If we were to use a time
window other than the most recent one, we can extract the expected result for the following time window. In
short, if we have a time window TW;, we should be able to use the result of similar time windows to see the
expected outcome of the following time window.

For each cluster, we pair each tuple with the tuple that follows it (e.g., pair each week in a cluster with the
week following it). Next, we replace the tuples, which are at the sub-time window level (sTW), with the time
window-level (TW) SAX symbols. These time window-level pairs are used to generate cluster-based pattern
summaries. To describe a pattern, we map the letters (typically, in the last full week) to their corresponding
summarizers.

Frequent sequence mining for if-then patterns. To generate if-then pattern summaries, we employ frequent
sequence mining over the symbolic SAX temporal data using SPADE [52]. Frequent means that the pattern ap-
pears more than a user-specified value called minimum support. The method outputs all of the frequent sequence
patterns found in the data.
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For each frequent sequence, we map each of its prefixes to the following suffixes. For instance, if “abca” is a
frequent sequence, then we consider the pairs: (“a,” “bca”), (“ab,” “ca”), and (“abc,” “a”). A similar approach is
taken for multivariate data. Next, we generate confidence values (or conditional probability) of observing the

suffix given the prefix, given as

count(prefix + suffix)

P(suffix|prefix) = (2)

count(prefix)

where count(seq) is the frequency of the sequence seq. We use a minimum confidence threshold to retain only
those frequent if-then patterns of the form “If {prefix}, then {suffix}” with the highest confidence values. Finally,
these patterns are used to generate summarizers to be presented to the user.

4.2  Summary Generation

To generate summaries, we fill in the blanks of protoforms presented in Section 3 using summarizers from Table 2
and quantifiers from Table 1. The data we look at is also modified depending on the summary type. For instance,
for standard evaluation, the data is the past full week of the data.

As there are many possible combinations of summarizers and quantifiers for each attribute, we choose a
combination that is “most appropriate” based on the average membership function for a summarizer S and a
quantifier Q. We denote ug as the membership function value for summarizer S in a time window TW. The
membership value pgs will either have the value of 1 or 0, based on whether the value v for attribute A of the
time window follows the conclusion implied by the summarizer. For example, when evaluating a goal for calorie
intake where a user wishes to eat at most 2,000 calories a day, the possible summarizers would be “reached” or
“did not reach,” according to Table 2 (for the standard evaluation summary with a goal). In this case, a value v
less than or equal to 2,000 would imply that the user “reached” the goal, whereas a value v greater than 2,000
would imply that the user “did not reach” the goal.

From the pg for each time window, we calculate the aggregated average

rs = %Zus(yi), ®)
i=1

where y; is a data point in the time-series data and n is the size or length of the time series. This fraction rg
indicates the percentage of the dataset that agrees with the summarizer S.

Once we obtain the rg value for each summarizer S, we use this value to determine the best quantifier for each
summarizer. We employ the use of trapezoidal membership functions [48] s to calculate how well rs fits each
quantifier. As yig is the membership function of a summarizer S, jp is the membership function of a quantifier
Q. For example, in Figure 20 (in brown), for the quantifier “most of the,” we have

drg — 2 0.5 < rg <0.75
1 0.75 < rg < 0.9

HO(rs) =\ _10rs 410 0.9 <rg <1 )
0 otherwise.

We have defined membership functions for each possible quantifier based on the approach of Kacprzyk et al.
[23]. They were designed to create trapezoidal functions that match with the values we believe best fit each
quantifier. The membership functions for the different quantifiers are plotted in Figure 20.

Once we have the best quantifier for each summarizer, we will have k quantifier-summarizer candidate pairs.
The pair that contains the quantifier with the highest 1o will be chosen for the summary, whereas the value of
Ho eventually becomes the summary’s truth value. When the most appropriate summarizer and quantifier are
found, they are used within the protoform or template to generate the summary. As a result, we generate a list
of candidate summaries, paired with a truth value using the y1p value of the quantifier within the summary [50].
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Fig. 20. Quantifier Membership Functions.

Finally, we choose the summary with the highest truth value pig, breaking ties by selecting the summary with
the quantifier that implies the largest amount (following Yager’s approach for text quality [48]).

4.2.1 Summary Metrics. To evaluate the summaries generated by our system, we use five evaluation metrics,
which help measure the Gricean maxims [16]: the maxims of quality, quantity, relevance, and manner. These
maxims are well-known pragmatic rules that are known to improve communication of information to humans
[6], especially for natural language summaries. The evaluation metrics we use on our summaries are the degrees
of truth, imprecision, covering, appropriateness, and coverage, along with the length quality [6, 23, 47]. For all
of the metrics, they range from 0 to 1 in value, where 1 is the ideal value.

Degree of truth (T). First and foremost, we want the summaries that our framework generates to convey the
degree of truth. We use natural language to summarize how often a finding may be true in the data. We use fuzzy
quantifiers to describe the frequencies of certain behaviors that best fit the percentage found in the data, although
the truthfulness of the overall summary may not be absolute. Zadeh’s degree of truth [50] determines which
summaries are actually true statements. We use this degree to measure to what extent our summaries follow the
maxim of quality, which states how true a summary is and how much evidence supports it. As discussed earlier,
Equation (3) calculates the percentage of the dataset that supports the summarizer S. Then, we calculate the
po for the quantifier in each quantifier-summarizer pair via Equation (4), which in fact represents a summary’s
truth value. For the remainder of this article, we will refer to the degree of truth as T; = .

Degree of imprecision (I2). Also known as the degree of fuzziness, the degree of imprecision measures how
useful a summary is. It is highly possible that a summary is generated that has a high degree of truth but is also
a statement that is not useful, such as “All winter days are cold.”

Recall that rg indicates the fraction of the dataset that agrees with the summarizer S. In our summary gen-
eration approach, we keep track of percentages rs, of each possible summarizer S;. To calculate the degree of

imprecision, we use the following equation:
T=1-, [] rs (5)
j=l...m

where m is the number of possible summarizers for the protoform type. Here, we compute the geometric mean
of the percentages of agreement over the possible summarizers S;. For the case where a summary is obvious,
every summarizer S; would have a membership value y5; > 0 for every (sub-)time window. For example, if every
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day were snowy and cold, then it would be unwise to output a summary describing this trend. When we subtract
the geometric mean from 1, the degree of imprecision represents the extent to which the summary is useful.

Degree of covering (T3). The degree of covering measures how many points in a user’s query are covered by
the summary. When we refer to the user’s query, we are referring to the subset d of the dataset D that is used to
create the summary. We wish to know how often the summary’s conclusion (the summarizer S) is true within
the subset d. Within this domain, the degree of covering can be expressed as the rg of the summarizer S of the
summary restricted to d. When we generate summaries, we specify time windows to look for particular trends
depending on the protoform type. In this way, the time window specification is the “query,” whereas the time
window itself is the subset d of D. We already base the ratio rs off of how often summarizer S is true in d so it
in fact represents the degree of covering:

T3 =rs, (6)

where S is the best summarizer for the summary. Although this degree is just the ratio of the subset d that agrees
with the summary;, it is useful to see the actual percentage of agreement alongside the summary. In cases where
the quantifier’s definition is more fuzzy (i.e., the range of the trapezoidal membership function is especially large),
it may be useful to know the exact percentage. For example, if a summary uses the “some of the” quantifier, the
trapezoidal function corresponding to this quantifier ranges from an agreement of 10% to 50% of d. Even if the
quantifier is not guaranteed to be chosen unless the percentage is between 30% and 40% (see Figure 20), it is still
useful to have the ability to know what “some of the” actually means.

Degree of appropriateness (Ty). The degree of appropriateness [23] also helps avoid trivial multivariate sum-
maries. The degree’s value represents how interesting and unexpected a finding in the summary may be. We
use this degree to measure to what extent our summaries follow the maxim of quantity, which states how much
information should be conveyed in a summary. When communicating with a human user, it is important that
our summaries avoid providing (1) too much information to easily process when reading the summary or (2) too
little information to fully comprehend the findings implied and to act upon those findings.

To calculate the degree of appropriateness of a summary, the summary is split into K sub-summaries by at-
tribute. For each sub-summary, the percentage r of the data where the membership value is yis, > 0 is calculated,
with ry given as

== s, () )

Afterward, the product

K
rt = l_[ Tk (8)
k=1

of the percentages ry is calculated. Finally, the absolute difference between r* and the summary’s degree of
covering T3, given as

T4 = Ir* - T3|, (9)

yields the degree of appropriateness. It should be noted that the degree of appropriateness will be 0 for any
univariate summary since this degree requires relations between two or more variables.

This degree is mainly used to analyze relations in the data. For example, if a user has a high calorie intake on
50% of the days and a low carbohydrate intake on 50% of the days, one may expect that the user has a high calorie
intake and a low carbohydrate intake on 25% of the days. This intuition corresponds to the product of ratios r*
presented earlier. If, however, the actual percentage of days differs from 25%, then we can say that the outcome
is unexpected and the difference represents the extent to which the outcome differs from what was expected. In

ACM Transactions on Computing for Healthcare, Vol. 2, No. 3, Article 21. Publication date: July 2021.



A Framework for Generating Summaries from Temporal Personal Health Data - 21:27

terms of the level of informativeness, if the degree of appropriateness is 0, it is possible that the summary states
too much where the finding is too precise or too little where the finding is too vague.

Degree of coverage (T5). We also want the summaries to be relevant to the user. It would not be very useful
to receive a summary that is not relevant to a user’s context or situation. The maxim of relevance states how
relevant the summary should be. It is calculated by using the degree of coverage (not to be confused with the
degree of covering), which determines whether the conclusion made by the summary is supported by enough
data [47]. If the summary is not supported by enough data, then it may not be worth stating.

We can use the ratio rs to find the percentage of the data that agrees with the summary. The degree of cover-
age [47] is given as

0 rs Srl

2(rs —r1) ri+r

—(r . )2 r<rg < —

— — 27—
Ts = flrs) = 2(rs—r1) ri+r (10)
- Srs <7
(ry —11)? 2
1 rs > ro

In the preceding equation, Wu et al. [47] use values of 0.02 and 0.15 for r; and ry, respectively. The definition
of this function creates a trapezoidal membership function (e.g., see Figure 20). Where rg lies on this curve
determines how relevant the finding is. Intuitively, this is a fuzzy measure of covering.

Length quality (Ts). Finally, we want for our summaries to be concise. The maxim of manner states how clear
the summary should be. The more words a user has to read, the less invested that user will be in what the
summary means. In addition, the summary may become more difficult to understand [6]. As the way we convey
information is extremely important within the personal health domain, we must evaluate the conciseness as well
as the comprehensiveness of our summaries. We calculate the length measure [23] as follows:

T, = 2(0.5°47%%) (11)

In this case, S is the set of summarizers included within the summary. This function generates an exponentially
decreasing curve in the number of summarizers so that the higher the number of conclusions within a summary,
the lower the length quality.

5 EXPERIMENTS

We ran experiments on multiple datasets to analyze the different types of summaries we generate. In particular,
we use real data from the MyFitnessPal food log dataset [44], which consists of 587,187 days of food log data
across 9,900 users over a course of up to 180 days. Each entry logs a user’s food items with nutrient informa-
tion, daily totals, and the user’s nutrient goals. We also use user health data from Insight4Wear [35], which is a
quantified-self/life-logging app, with about 11.5 million records of information. It provides data gathered from
mobile devices that track step count, heart rate, and user activities for around 1,000 users.

For all of the example summaries reported earlier in the article, we used a default alphabet size of n = 5, a time
window of 7 days, a minimum support of 20%, and a minimum confidence of 80%, which comprise the default
parameter values. We explore the use of different sets of input parameters later in this section. In the following,
we provide the results of our framework’s summary generation on real user data and also show quantitative
results in terms of evaluation metrics. It is important to note that existing systems for summary generation
are either not publicly available or they do not handle time-series data; therefore, a direct comparison is not
feasible. Nevertheless, we qualitatively showcase how our framework compares to other state-of-the-art works
on temporal data from stock market and weather domains. However, for reproducibility, our implementation is
open source and can be downloaded from https://github.com/harrij15/TemporalSummaries.
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Table 3. Univariate Individual-Level Summaries for Calorie Intake Data

Protoform Type Summary T T, T3 T, Ts Ts

Standard Evaluation (TW) In the past full week, your calorie intake has N/A  NA 1 0 1 1
been moderate.

Standard Evaluation (sTW) On some of the days in the past week, your 093 081 029 0 1 1
calorie intake has been low.

Standard Evaluation + Goal  On most of the days in the past week, you did 1 0.65 0.86 0 1 1
not reach your goal to keep your calorie intake
low.

Comparison Your calorie intake was about the same in week N/A  N/A 1 0 1 1
24 as it was in week 12.

Comparison + Goal You did about the same overall with keeping N/A  NA 1 0 1 1
your calorie intake low in week 24 than you did
in week 12.

Standard Trend Half of the time, your calorie intake increases 0.71 0.84 0.53 0 1 1

from one day to the next.

Cluster-Based Pattern In week 24, your calorie intake was moderate, 1 1 0.6 0 1 0.02
then very low, then high, then very high, then
low, then moderate. During more than half of
the weeks similar to week 24, your calorie
intake dropped the next week.

Standard Pattern The last time you had a week similar to week N/A NA 1 0 1 1
24, your calorie intake dropped the next week.
If-Then Pattern There is 100% confidence that, when your 1 068 032 NA 1 0.5

calorie intake follows the pattern of being
moderate, your calorie intake tends to be very
low the next day.

Day If-Then Pattern There is 100% confidence that, when your 0.7 0.76 024 N/A 1 0.5
calorie intake follows the pattern of being very
high on a Saturday, your calorie intake tends to
be very high the next Sunday.

Day-Based Pattern Your calorie intake tends to be low on 0.9 081 028 0 1 1
Tuesdays.
Goal Assistance In order to better follow the 2000-calorie diet, N/A N/A N/A NA NA 1

you should decrease your calorie intake.

5.1 Summary Generation

We show summaries on calorie and carbohydrate intake from the MyFitnessPal food log dataset and heart rate
data from Insight4Wear. All summaries are generated using the default input parameters.

5.1.1 Calorie and Carbohydrate Intake: MyFitnessPal Food Logs. Based on the calorie and carbohydrate data
shown in Figure 1, we display three lists of summaries generated for our user: for calorie intake (univariate), for
carbohydrate intake (univariate), and for summaries handling both calorie and carbohydrate intake (multivari-
ate). For each list, there are also corresponding group-level summaries evaluated on 389 users (15,915 summaries)
from the food log dataset. We selected users that have logged at least 175 days. In total, our system generates
113 summaries.

Calorie intake: univariate summaries. With the calorie intake data from Figure 1(a), we can use the summaries
to draw a picture of how the user usually handles her calories, what kinds of conclusions we can draw from
this data, and how our user compares to the rest of the study population. Our system produces 19 individual-
level summaries using 11 protoforms and 16 group-level summaries using 5 protoforms. To avoid repetition,
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Table 4. Univariate Group-Level Summaries for Calorie Intake Data

Protoform Type Summary T T, T3 n Ts Ts

Standard Evaluation (TW) Some of the participants in this study had a 1 0.84 037 0 1 1
moderate calorie intake in the past full week.

Standard Evaluation (sTW) Almost none of the participants in this study 1 0.98 006 0 021 1

had a high calorie intake on more than half of
the days in the past week.

Standard Evaluation + Goal  Some of the participants in this study reached 0.84 0.87 042 0 1 1
their goal to keep their calorie intake low on all
of the days in the past week.

Comparison Some of the participants in this study had a 1 1 0.3 0 1 1
higher calorie intake in week 12 than they did
in week 24.

Comparison + Goal Some of the participants in this study did not 1 1 031 0 1 1

do as well with keeping their calorie intake low
in week 12 as they did in week 24.

Standard Trend More than half of the participants in this study 091 1 0.59 0 1 1
increase their calorie intake from one day to
the next half of the time.

Cluster-Based Pattern After looking at clusters containing weeks 1 0.67 034 0 1 1
similar to this past one, it can be seen that some
of the participants with these clusters may see
a rise in their calorie intake next week.

Standard Pattern Based on the most recent weeks similar to this 095 0.69 0.5 0 1 1
past one, it can be seen that half of the
participants may see little to no change in their
calorie intake next week.

If-Then Pattern For all of the participants in this study, it is true 1 0 1 0 1 0.5
that when their calorie intake follows the
pattern of being very high, their calorie intake
tends to be high the next day.

Day If-Then Pattern For all of the participants in this study, it is true 1 0 1 0 1 0.5
that when their calorie intake follows the
pattern of being high on a Tuesday, their calorie
intake tends to be moderate on a Wednesday.

Day-Based Pattern Some of the participants in this study tend to 0.81 1 0.26 0 1 1
have a low calorie intake on Mondays.

Goal Assistance All of the participants in this study have been 1 0 1 0 1 1
given advice to decrease their calorie intake.

11 representative individual-level summaries are shown in Table 3 and 9 group-level summaries are shown in
Table 4.

From the individual-level summaries, it becomes apparent that the user is struggling with their calorie intake.
The standard evaluation (TW) and goal evaluation summaries explain how our user has struggled in the past
week. We can gather from the comparison and goal comparison summaries that the user is also performing
worse than the week before, so she is getting further from her health goals. From the standard trend, the cluster-
based pattern, and the standard pattern summaries, our user can also see that she will most likely do even
worse the next week unless they make changes to her usual routine. To make changes, the user can look at the
standard evaluation (sTW), the (day) if-then pattern, and the day-based pattern summaries to closely look at
their behavioral tendencies and see when she did things right. Looking at the group-level summaries, the user
seems to be performing as well as some of the other users when comparing the summaries, although performing
fairly worse than the average user.

ACM Transactions on Computing for Healthcare, Vol. 2, No. 3, Article 21. Publication date: July 2021.



21:30 « J.J. Harris et al.

2 4000 | g
ié ) | 1400 ED
g 3000 Yinw w “ ‘ | :
é 2,000 | \( Afv\/‘"' "‘ "A,,V\,\"\"’W\, 'Wv" "‘N’ "W"}“”AMW \\ 1200 E;

0 20 40 60 SODays 100 120 140 160 180 S
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Fig. 22. Heart Rate Data Snippet (Insight4Wear).

When looking at the evaluation metrics in these tables, we can see that some of the evaluation metrics do not
apply to all of the individual-level summary types (labeled as N/A). For the degrees of truth T; and imprecision
T;, there are certain individual-level summary types that do not use a ratio-based method on a subset d of the
dataset D. The goal assistance summary depends only on the average value of the last week’s values to draw
conclusions about how well the user followed a certain diet in the past full week. In light of this, only the length
quality metric is applicable for this summary type.

Carbohydrate intake: univariate summaries. For carbohydrate intake data from Figure 1(b), our system produces
19 individual-level summaries using nine protoforms and 14 group-level summaries using six protoforms. The
conclusions we can draw from the carbohydrate intake are very similar to what we drew from the calorie intake
(using the same protoforms). At the group level, the user can observe that most of the other users struggled
to reach their daily carbohydrate intake goals in the past week. We omit the detailed results since they are
qualitatively similar to the calorie intake case.

Calorie and carbohydrate intake: multivariate summaries. What if there is a correlation between the calorie and
carbohydrate intake (see Figure 1) for this particular user? We can find out by looking at the multivariate sum-
maries. Figure 21 shows both calories and carbohydrates superimposed by day for our example user. Although
it is easy to see that they are correlated, it is nevertheless hard to discern common trends and patterns directly
from the raw multivariate time-series data. In contrast, for the joint calorie and carbohydrate intake data, our
system produces 27 individual-level summaries using 11 different protoforms and 18 group-level summaries us-
ing 8 different protoforms. Representative individual-level summaries (13 of them) are shown in Table 5, and
group-level summaries (10 of them) are shown in Table 6. It appears that our user is performing much better
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Table 5. Multivariate Individual-Level Summaries for Calorie and Carbohydrate Intake

21:31

Protoform Type

Summary

Ty

T,

T3

Ty

Ts

Standard Evaluation
aw

In the past full week, your calorie intake has been
moderate and your carbohydrate intake has been
moderate.

N/A

N/A

0.5

Standard Evaluation
(sTW)

On some of the days in the past full week, your
calorie intake has been low and your carbohydrate
intake has been high.

0.93

0.5

Standard Evaluation
(sTW) w/ qualifier

On all of the days in the past week when your
calorie intake was very low, your carbohydrate
intake was moderate.

0.96

0.5

Standard Evaluation +
Goal

On some of the days in the past week, you did not
reach your goal to keep your calorie intake low and
you reached your goal to keep your carbohydrate
intake low.

0.43

0.5

Comparison

Your calorie intake was about the same and your
carbohydrate intake was about the same in week
24 than they were in week 12.

N/A

N/A

0.5

Comparison + Goal

You did about the same overall with keeping your
calorie intake low and you did about the same
overall with keeping your carbohydrate intake low
in week 24 than you did in week 12.

N/A

N/A

0.5

Standard Trend

Some of the time, your calorie intake increases and
your carbohydrate intake increases from one day
to the next.

0.5

Cluster-Based Pattern

In week 24, your calorie intake was moderate, then
very low, then high, then very high, then low, then
moderate and your carbohydrate intake was
moderate, then high, then very low, then high.
During half of the weeks similar to week 24, your
calorie intake dropped and your carbohydrate
intake stayed the same the next week.

0.5

0.25

Standard Pattern

The last time you had a week similar to week 24,
your calorie intake dropped and your carbohydrate
intake stayed the same the next week.

N/A

N/A

0.5

If-Then Pattern

There is 100% confidence that, when your calorie
intake follows the pattern of being very high, your
calorie intake tends to be very high and your
carbohydrate intake tends to be very high the next
day.

0.7

0.76

N/A

Day If-Then Pattern

There is 100% confidence that, when your calorie
intake follows the pattern of being very high on a
Saturday, your calorie intake tends to be very high
the next Sunday and your carbohydrate intake
tends to be very high the next Sunday.

0.8

0.2

N/A

Day-Based Pattern

Your calorie intake tends to be very low and your
carbohydrate intake tends to be very low on
Mondays.

0.5

Goal Assistance

In order to better follow the 2000-calorie diet, you
should decrease your calorie intake and increase
your carbohydrate intake.

N/A

N/A

N/A

N/A

N/A

0.5
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Table 6. Multivariate Group-Level Summaries for Calorie and Carbohydrate Intake

Protoform Type

Summary

Ty

T

T

Ty

Ts

Ts

Standard
Evaluation (TW)

Almost none of the participants in this study had a
very high calorie intake and a high carbohydrate
intake in the past full week.

1

0.98

0.02

0

0.5

Standard
Evaluation (sTW)

Almost none of the participants in this study had a
very high calorie intake and a high carbohydrate
intake on some of the days in the past week.

0.5

Standard
Evaluation (sTW)
w/ qualifier

Some of the participants in this study had a very
low carbohydrate intake, when they had a very low
calorie intake on all of the days in the past week.

0.5

Standard
Evaluation + Goal

Some of the participants in this study reached their
goal to keep their calorie intake low and did not
reach their goal to keep their carbohydrate intake
low on all of the days in the past week.

0.97

0.3

0.5

Comparison

Almost none of the participants in this study had a
similar calorie intake and a higher carbohydrate
intake in week 11 than they did in week 23.

0.5

Comparison + Goal

Almost none of the participants in this study did
about the same with keeping their calorie intake
low and about the same with keeping their
carbohydrate intake low in week 11 as they did in
week 23.

0.5

Standard Trend

Most of the participants in this study increase their
calorie intake and increase their calorie intake from
one day to the next some of the time.

0.5

Cluster-Based
Pattern

After looking at clusters containing weeks similar
to this past one, it can be seen that almost none of
the participants with these clusters may see a rise
in their calorie intake and little to no change in
their carbohydrate intake next week.

0.5

Standard Pattern

Based on the most recent weeks similar to this past
one, it can be seen that some of the participants
may see little to no change in their calorie intake
and little to no change in their carbohydrate intake
next week.

0.72

0.91

0.24

0.5

If-Then Pattern

For all of the participants in this study, it is true
that when their calorie intake follows the pattern
of being low, their calorie intake tends to be
moderate and their carbohydrate intake tends to be
moderate the next day.

0.125

Day If-Then
Pattern

For all of the participants in this study, it is true
that when their calorie intake follows the pattern
of being high on a Tuesday, their calorie intake
tends to be moderate on a Wednesday and their
carbohydrate intake tends to be moderate on a
Wednesday.

0.125

General If-Then
Pattern

For most of the participants in this study, it is true
that when they had a very low carbohydrate
intake, they had a very low calorie intake.

1

0.5

Day-Based Pattern

More than half of the participants in this study
tend to have a very low calorie intake and a very
low carbohydrate intake on Fridays.

0.5

Goal Assistance

More than half of the participants in this study
have been given advice to increase their calorie
intake.

0.7
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Table 7. Mapping of Heart Rate Data Using SAX and
Meaningful Ranges

SAX Meaningful Ranges
Symbol = Summarizer || Value Range Summarizer
a very low 0-50 abnormally low
b low 50-60 low
c moderate 60-110 within range
d high 110-120 high
e very high 120 and above  abnormally high

with carbohydrate intake when compared to her performance with her calorie intake. The rest of the users seem
to perform well on Mondays.

5.1.2  Heart rate: Insight4Wear. Figure 22 shows a snippet of heart rate data for one user that spans over 400
days. For creating the corresponding categorical sequence, SAX binning is not ideal because heart rate data
has very little temporal variation. Looking at the data, the data points are strictly between 60 and 100 beats per
minute (bpm). Due to the lack of temporal variation, the SAX representations for each granularity will be heavily
affected. The letters chosen for each day or week will make data points seem to differ greatly when in reality the
differences are minimal. For instance, the standard evaluation summaries at the daily and weekly granularities
both state the user’s average daily heart rate to be “low,” even though the heart rate is within a healthy range
and only differs slightly from other data points. As heart rate is more about staying within a healthy range, it is
better to create our own discretization for this particular dataset. Thus, given that the default equiprobable bins
used in SAX are actually not ideal for heart rate data, we generate meaningful ranges for a heart rate; these are
shown and contrasted with the SAX symbols in Table 7. As can be seen, a different set of summarizers is used
as well.

Our system produces 21 summaries using nine different protoforms, with representative summaries shown in
Table 8. Unlike the user for the calorie intake study, this user does not have trouble satisfying the goal of keeping
his heart rate within range. For example, the if-then pattern summary suggests that whenever the user has 6
days of “within range” behavior, the heart rate on the following day also remains within range. This study also
showecases the robustness of our framework, since we can generate meaningful summaries by simply changing
the symbolic mappings and adjusting the summarizers.

5.2 Effect of Choosing Different Parameters

In this section, we will explore different parameter values when running our system on our user’s calorie intake
data.

5.2.1 Time Window. We tried different time windows to use in order to look for more patterns. What if our
user wished to look at months instead of weeks? How about the entire time frame? For our earlier experiments,
we used a weekly time window with a daily sub-time window. We re-ran our experiments for a monthly time
window with a daily sub-time window, and for no time window (where the entire time frame is evaluated).

When we switched to the monthly granularity, the system produced 17 individual-level summaries using six
protoforms and 13 group-level summaries using five protoforms. The change in time window affects every sum-
mary type except the standard trend and the day-based pattern summaries since they do not depend on the input
time window. The output also does not contain if-then pattern summaries. This is not very surprising since the
calorie intake data contains only 6 months of data (174 days), and thus there is not enough data to extract mean-
ingful or frequent monthly patterns. The results are also very different with the group-level summaries, although
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Table 8. Summaries for Average Daily Heart Rate

Protoform Type Summary T T, T3 n s T

Standard Evaluation (TW) In the past full week, your heart rate has N/A  NA 1 0 1 1
been within range.

Standard Evaluation (sTW) On all of the days in the past week, your 1 1 1 0 1 1
heart rate has been within range.

Standard Evaluation (sTW) + Goal  On all of the days in the past week, you 1 1 1 0 1 1

reached your goal to keep your heart rate
within range.

Comparison Your heart rate was lower in week 67 than N/A NA 1 0 1 1
it was in week 33.
Comparison + Goal You did about the same overall with N/A N/A 1 0 1 1

keeping your heart rate within range in
week 67 than you did in week 33.

Standard Trend Half of the time, your heart rate increases 0.56 0.74 046 0 1 1
from one day to the next.

Cluster-Based Pattern In week 67, your heart rate was within 1 1 0.67 0 1 0.5
range. During more than half of the weeks
similar to week 67, your heart rate dropped
the next week.

Standard Pattern The last time you had a week similar to N/A NA 1 0 1 1
week 67, your heart rate dropped the next
week.

If-Then Pattern There is 100% confidence that, when your 1 0 1 N/A 1 0.5

heart rate follows the pattern of being
within range, your heart rate tends to be
within range the next day.

Day If-Then Pattern There is 100% confidence that, when your 1 0.33 0.67 N/A 1 0.5
heart rate follows the pattern of being
within range on a Saturday, your heart rate
tends to be within range the next Sunday.

Day-Based Pattern Your heart rate tends to be within range on 1 1 1 0 1 1
Wednesdays.

the same summary types are present since the set of group-level types is derived from the set of individual-level
summary types. As for the summaries themselves, we see a difference in the conclusion between the standard
evaluation (sSTW) summaries at the weekly and monthly granularities; in particular, we observe that the days in
the past week are not very representative of the calorie intake for the entire month.

When we remove the time window, all summaries evaluate the entire time frame. The system produces 10
summaries using three protoforms for both individual-level and group-level summary output. The only summary
types that work without a time window are the standard evaluation (sTW), goal evaluation, standard trend, and
day-based pattern types. These summary types can be used for the entire dataset where no time window needs
to be specified. Similar outcomes are observed for group-level summaries.

5.2.2 Alphabet Size. The alphabet size determines the number of letters we use to discretize the time-series
data. The chosen default alphabet size is 5, which allows our framework to use letters “a” through “e” in the
alphabet. What if our user wanted her summaries to be more/less precise? When we change the alphabet size,
we may be able to find different patterns as the data points will be assigned different letters. Additionally, we will
have different sets of summarizers for the summaries we generate. Table 9 displays the number of individual-
and group-level summaries found using different alphabet sizes: 3, 5, and 7.
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Table 9. Number of Summaries Generated per
Alphabet Size

Alphabet Size | Individual Level | Group Level
3 22 16
5 19 16
7 17 16

Table 10. Minimum Support and Confidence Thresholds

Minimum Support | Minimum Confidence | If-Then Pattern Summaries (#) |

0 0 118
0 0.2 83
0 0.5 5
0 0.8 5
0.2 0 15
0.2 0.2 15
0.2 0.5 3
0.2 0.8 3

Overall, we can see a decrease in the number of individual-level summaries whenever the alphabet size in-
creases. This may reflect a decrease in the number of if-then pattern summaries found as more letters are used to
create the symbolic representation. To select an ideal alphabet size for the summarization framework, we must
consider both the precision of the symbolic representation of the data, as well as the quality of the summaries
we generate. We can follow the discussion outlined by Lin et al. [28], who evaluate the alphabet size using
the tightness of lower bound metric. When calculating this metric for each alphabet size (from 3 to 10), they
observed that the bounds are typically weakest when the alphabet size is smaller. They also explain that it may
be intuitive to use larger alphabet sizes to better represent the data, although there can be spatial concerns with
a larger alphabet size. Therefore, the recommended range (according to the authors) for a chosen alphabet size
is between 5 and 8 to balance the tightness of the lower bound and the amount of space used. However, looking
at the quality of our summaries, we typically use a different summarizer for each different letter we use. It is
possible that the meaning of the summarizers can become increasingly ambiguous as the number of summariz-
ers rises. Although this has not been fully tested, one can imagine the difficulty of finding 10 distinct ways to
describe a data point within the range of “high” and “low.” Combined with the conclusions from Lin et al. [28],
choosing alphabet sizes of 5 or 7 may be the ideal choice for our scenario.

5.2.3 Minimum Support and Confidence Thresholds. These thresholds mainly control the output of the if-
then pattern summaries. The default thresholds are 20% for minimum support and 80% for minimum confidence.
What if our user wanted patterns that occur more or less frequently? We re-ran our experiments for different
minimum support and confidence thresholds (e.g., 20%, 50%, or 80%). We did not find any if-then patterns with
a minimum support of 50% and 80%, and thus we show results for the lower support threshold. Note that a
minimum support of 0 means that we consider all patterns that occur at least once in the data. As we can see
from the results in Table 10, all 118 of the frequent patterns found for our user’s calorie intake data in Figure 1(a)
occur less than half of the time (since no sequences reached the 50% threshold). Only 15 sequences surpass the
20% support threshold, whereas only 5 sequences surpass the 50% confidence threshold. For the calorie intake
data in particular, the default thresholds filter out most of the discovered if-then patterns to just three patterns.
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Fig. 23. Close Value Data for Apple and Aetna.

These results beg a question: how many if-then patterns should we be generating? Ideally, we should show
only some of the if-then pattern summaries to users, since we do not want to overwhelm them. This implies the
need to be able to prioritize and select the if-then patterns that are best to show to a user. At the same time,
we believe all relevant patterns should be extracted and used to create a health profile for a user, which can be
useful for other kinds of analysis. For example, an if-then pattern that is infrequent could turn into an anomaly
later on that may prove useful to mention to a user.

5.3 Generalizabilty of Our Framework: Application to Weather and Stock Data

Although there is a lack of open source or publicly available automatic natural language summarization systems
in the personal health domain, we qualitatively compare our summary output versus other systems. We decided
to look at the stock market [2] and weather [29] domains, which also demonstrates the generalizability of our
approach to time-series data from other domains besides personal health.

Stock market data. In the stock market domain, Aoki et al. [2] extended a neural encoder-decoder model created
by Murakami et al. [32] to generate comments about the Nikkei stock market. They generate summaries about
the general trend of the stock market time-series ticker data, such as Nikkei turns lower as yen’s rise hits exporters
and Nikkei Stock Average opens at a high price after Dow Jones Industrial Average closes at a high price. Their main
extension is the ability to handle multivariate input. For our work, we can apply our protoform-based approach to
stock market data gathered using the REST API from AlphaVantage [41]. With this AP, we retrieved a snippet
of 100 days of Apple’s and Aetna’s stock market data beginning from May 2018, as plotted in Figure 23. Our
system is able to provide more insights as shown in Table 11. It generated a total of 242 multivariate summaries,
which were slightly modified (protoform-wise) to match the stock market data. We find patterns that cannot be
as easily seen, and our summaries say a lot more about the data. The protoform-based approach also has better
performance in terms of how quickly the summaries are generated.

Weather data. In the weather domain, the SUMTIME system [39] proposes a general time-series summarization
model. They focus their efforts on the weather domain, where they describe the forecast of the next 12 to 24 hours
in natural language. An example summary is “W 8-13 backing SW by mid afternoon and S 10-15 by midnight,”
which describes wind direction and speed. Using our framework, we generated summaries describing the average
temperature and the average wind speed tracked by the weather station at the Huntsville International Airport
in Huntsville, Alabama. This data was provided by the National Centers for Environmental Information
(NCEI) [30]. We used two datasets, one containing a year of daily data between March 1, 2018, and March 1, 2019,
and the other containing a day of hourly data for January 1, 2010. We display figures for temperature and wind
speed daily data in Figures 24(a) and (b). Our framework generates 52 summaries at the weekly (TW) granularity,
some of which can be found in Table 12. For the hourly data, we display average temperature and wind speed
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Table 11. Apple (AAPL) and Aetna (AET): Stock Market Summaries (AlphaVantage)

o 21:37

Protoform Type

Summary

Ty

T

T3

Ty

Ts

Ts

Standard Evaluation
(aw)

In the past full week, the AAPL close value has
been very high and the AET close value has been
very high.

N/A

N/A

1

0

0.5

Standard Evaluation
(sTW)

On all of the days in the past week, the AAPL close
value has been very high and the AET close value
has been very high.

0.5

Standard Evaluation
(sTW) w/ qualifier

On all of the days in the past week when the AAPL
close value was very high, the AET close value was
very high.

0.5

Comparison

The AAPL close value was higher and the AET
close value was higher in week 14 than they were
in week 7.

N/A

N/A

0.5

Standard Trend

Some of the time, the AAPL close value increases
and the AET close value increases from one day to
the next.

0.004

1

0.5

Cluster-Based Pattern

In week 14, the AAPL close value was very high
and the AET close value was very high. During
more than half of the weeks similar to week 14, the
AAPL close value stayed the same and the AET
close value stayed the same the next week.

0.125

Standard Pattern

The last time you had a week similar to week 14,
the AAPL close value stayed the same and the AET
close value stayed the same the next week.

N/A

N/A

0.5

If-Then Pattern

There is 100% confidence that, when the AAPL
close value follows the pattern of being high, the
AET close value tends to be high, then high the
next day.

0.8

0.2

N/A

Day If-Then Pattern

There is 100% confidence that, when the AET close
value follows the pattern of being very low on a
Thursday, the AAPL close value tends to be low the
next Friday and the AET close value tends to be
very low the next Friday.

0.8

0.2

N/A

0.125

General If-Then
Pattern

In general, if the AAPL close value is very low,
then the AET close value is very low.

0.55

0.45

0.41

0.7

0.5

Day-Based Pattern

The AAPL close value tends to be very low and the
AET close value tends to be very low on Mondays.

0.5

data in Figures 24(c) and (d). We generate 11 summaries in total with the multivariate summaries shown in the

following Table 13. We can see that some of the summary types do not show as we stick to mainly sub-time
window conclusions. Some of the protoforms were also modified to account for the change in granularity.

These two examples showcase the generalizability of our time-series summary generation framework. They
demonstrate that the framework is generic and can be applied to different domains with slight changes to the

protoforms and the vocabulary (e.g., quantifiers, summarizers).

5.4 Evaluation via User Study

Having looked at various types of summaries produced by our system, along with quantitative metrics, we

wanted to evaluate the efficacy of the summaries in terms of the understandability (readability and comprehen-

siveness), the usefulness of our output summaries, and how well they align with the source data or provenance.
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Table 12. Huntsville, Alabama: Temperature and Wind Speed Summaries (NCEI)

Protoform Type

Summary T, T

T3

Ty

Ts

Ts

Standard Evaluation
Q1))

In the past full week, the average temperature has N/A  N/A
been low and the average wind speed has been

high.

1

0.5

Standard Evaluation
(sTW)

On some of the days in the past full week, the 093 1
average temperature has been low and the average

wind speed has been very low.

0.5

Standard Evaluation
(sTW) w/ qualifier

On all of the days in the past full week when the 1 1
average temperature was very low, the average
wind speed was low.

0.5

Comparison

The average temperature was lower and the N/A  N/A
average wind speed was higher in week 52 than

they were in week 26.

0.5

Standard Trend

Some of the time, the average temperature 0.94
increases and the average wind speed increases

from one day to the next.

0.04

0.5

Cluster-Based Pattern

In week 52, the average temperature was low, then 1 1
very low, then low and the average wind speed was

very high, then moderate, then very high, then low,

then very low. During all of the weeks similar to

week 52, the average temperature stayed the same

and the average wind speed stayed the same the

next week.

0.002

Standard Pattern

The last time there was a week similar to week 52, N/A N/A
the average temperature stayed the same and the

average wind speed stayed the same the next week.

0.5

If-Then Pattern

There is 100% confidence that, when the average 0.79
temperature follows the pattern of being very low,

the average temperature tends to be very low and

the average wind speed tends to be very high the

next day.

N/A

Day-Based Pattern

The average temperature tends to be very low and 1 1
the average wind speed tends to be very low on
Wednesdays.

0.17

0.5

Table 13. Huntsville, Alabama: Hourly Temperature and Wind Speed Summaries (NCEI)

Protoform Type

Summary T T,

T3

Ty

Ts

Ts

Standard Evaluation
(sTW)

During almost none of the hours in the past day, 1 1
the average temperature was very low and the
average wind speed was very low.

0.43

0.39

0.95

0.5

Standard Evaluation
(sTW) w/ qualifier

During most of the hours in the past day, the 1 1
average temperature was low, the average wind
speed was low.

0.09

0.95

0.5

Comparison

The average temperature was lower and the N/A  N/A
average wind speed was lower in hour 23 than they

were in hour 11.

0.5

Standard Trend

During some of the day, the average temperature 1 1
decreases and the average wind speed decreases
from one hour to the next.

0.3

0.07

0.5
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Fig. 24. Average daily temperature and wind speed data for Huntsville, Alabama (for 1 year and for 1 day).

To perform this evaluation, we designed a small user study comprised of 11 participants (eight male and three
female) aged 21 to 25 years. As this user study is preliminary, we only excluded potential recruits who were too
familiar with our work. All participants had varying levels of fluency in English and knowledge pertaining to
personal health. For our study, the participants were asked to evaluate our summaries on three subjective met-
rics: readability/comprehensiveness, usefulness, and data alignment. Each individual completed a unique survey
(i.e., each survey used a different dataset), where they were first presented with a single time-series chart of
calorie intake data, similar to Figure 1(a), and a scenario. The scenario matches the running example within the
article where a user is following a 2,000-calorie diet. The horizontal colored ranges were also described to the
user. In fact, all of the figures presented earlier correspond to similar charts and provenance shown to the par-
ticipants for various protoforms. After reading the scenario, each participant was asked to provide a textual de-
scription of the chart. We requested this preliminary description to analyze what patterns non-experts typically
look for and how they describe those patterns. After the description was provided, each participant was shown
a number of representative summaries generated for the calorie intake data, as well as corresponding charts
displaying the provenance of the discovered patterns. Presented with one summary at a time, each participant
was asked to evaluate each summary over the three aforementioned metrics. Each metric can be given a score
from 1 (strongly disagree) to 5 (strongly agree) by the participants based on their agreement with the following
statements:

(1) This summary is readable and comprehensible.
(2) This summary is useful to me and my goals.
(3) This summary aligns well with the data.
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Table 14. Human Evaluation Scores

Readability/
Summary Type Comprehensiveness Usefulness Data Alignment
Standard Evaluation (TW granularity) 3.9 3.55 3.09
Standard Evaluation (sTW granularity) 4.42 3.75 4
Standard Evaluation (sTW granularity w/ qualifier) 4.29 3.65 4.53
Evaluation Comparison 4 3.67 3.92
Goal Comparison 4 3.73 4.09
Goal Evaluation 4.55 4.45 4.18
Standard Trends 4.5 25 4
Cluster-Based Pattern 2.73 2.91 2.55
Standard Pattern 4.5 3.38 3.38
If-Then Pattern 4.21 2.86 2.07
Day If-Then Pattern 3.82 3.18 3
General If-Then Pattern 433 3.4 3.8
Goal Assistance 4.36 3.36 4
Day-Based Pattern 4.5 4 3.33
| Overall | 413 | 3.48 | 3.58 |

After evaluating the univariate summaries, the participants were asked to provide another description of the
data, to capture how the freeform responses change after having seen our summaries. Finally, another variable
was added in to display multivariate summaries and the process was repeated. Each participant evaluated 14
summaries in total and was exposed to most, if not all, of the summary types. Some participants did not receive
every summary type if the representative summary for the summary type (chosen using a weighted sum of the
objective evaluation metrics Ty through T from Section 4.2.1) was determined to have been redundant or trivial.
In this case, an additional representative summary from another summary type served as a replacement.

The results for our user study are presented in Table 14. We show the overall averages of the scores given
to the subjective metrics (displayed at the bottom), as well as the average scores within the summary types.
Looking at the results, we can see that the participants had a fairly strong agreement overall with the readability
and the comprehensiveness of our summaries at a score of 4.13 out of 5. As for usefulness and data alignment,
there is still agreement on average when it comes to the usefulness of our summaries (3.48 out of 5) and how well
they align with the presented charts (3.58 out of 5). When looking at the averages within the summary types, it
can be seen that the goal evaluation summaries had the best scores in all three categories. The standard trends
summaries scored lowest on usefulness, although they have high scores in the other categories. Over all of the
three aspects, the cluster-based pattern summaries received the lowest scores. We believe that the description of
the week before the actual summary may make it too complex of a read. It is also possible that the pattern itself
is not easily comprehensible. The if-then pattern summaries also receive lower scores in usefulness and data
alignment, which may also stem from pattern complexity. These results suggest that although our framework
generates understandable summaries that are useful, and there is great value in displaying the provenance for
illustrating the supporting data, there is still scope for further improvement of the more complex summary types
like the cluster-based and if-then patterns, both in terms of the natural language text and the accompanying
provenance charts. This will provide fruitful directions for our future work.

We also received a lot of helpful descriptions and feedback from the participants that we will use to improve
our system in the future. From their descriptions, we are able to determine possible future patterns to find in
time-series data, such as variance, consistency, and general drops/rises. It was interesting to find that some of the
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participants’ initial descriptions aligned with patterns our summaries describe, such as the standard evaluation
(w/ qualifier) summaries.

6 CONCLUSION

We presented a system to automatically generate summaries of a user’s personal health data. Unlike most pre-
vious approaches that either focus on tabular, textual, or relatively simple trend summaries, we mine interesting
patterns from symbolic representations of numeric temporal data and propose a comprehensive set of useful sum-
maries that cover a wide range of scenarios. We showcase our work using real user data. Our system is designed
to extract comprehensible summaries to better guide users toward their goals. To the best of our knowledge, this
is the first comprehensive and systematic approach to generate natural language summaries from time-series
personal health data via protoforms. There is no current system that can automatically extract patterns and clus-
ters from time-series data and present them to a user in an explainable manner in natural language. In fact, our
approach is also generic and extensible to other domains outside of the personal health domain.

It is important to note that our main contribution in this article is the comprehensive framework for the
generation of useful and informative summaries of time-series data. We conducted a preliminary user study that
confirms our approach is indeed effective and useful. However, it also elucidated aspects that need improvement.
In the future, we aim to analyze how our summaries ultimately impact the behavior of users via a larger user
study. This will allow us to focus on protoforms that are the most interesting and helpful to users, along with
the most comprehensible ways to put these findings into words.

One limitation of our work is that our system is protoform- or template-based. In the future, we seek to
automate the summarization process where the use of protoforms is no longer needed while retaining the system
efficiency and summary readability. For example, we can extract temporal shapes and relationships to better
summarize a time series by describing where interesting shapes (e.g., certain spikes or drops) occur within and
across time series. These descriptions could be seen as creating a narrative about a time series within a specific
window when applied to the personal health domain. We also aim to utilize deep learning to automatically
generate summaries based on the shapes found in the time series.
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