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Foreword
This is the 8th workshop on Research Issues in Data Min-
ing and Knowledge Discovery (DMKD’03), held annually in
conjunction with ACM SIGMOD conference. The workshop
aims to bring together data-mining researchers and experi-
enced practitioners with the goal of discussing the next gen-
eration of data-mining tools. Rather than following a ”mini-
conference” format focusing on the presentation of polished
research results, the DMKD workshop aims to foster an in-
formal atmosphere, where researchers and practitioners can
freely interact through short presentations and open dis-
cussions on their ongoing work as well as forward-looking
research visions/experiences for future data-mining applica-
tions.
In addition to research on novel data-mining algorithms and
experiences with innovative mining systems and applica-
tions, of particular interest in this year’s DMKD workshop is
the broad theme of ”Future Trends in Data Mining.” Topics
of interest include:

• Privacy & Security issues in Mining: Privacy preserv-
ing data mining techniques are invaluable in cases where
one may not look at the detailed data, but one is al-
lowed to infer high level information. This also has
relevance for the use of mining for national security
applications.

• Mining Data Streams: In many emerging applications
data arrives and needs to be processed on a continuous
basis, i.e., there is need for mining without the benefit
of several passes over a static, persistent snapshot.

• Data Mining in Bioinformatics and Biological Database
Systems: High-performance data mining tools will play
a crucial role in the analysis of the ever-growing databases
of bio-sequences/structures.

• Semi/Un-Structured Mining for the World Wide Web:
The vast amounts of information with little or no struc-
ture on the web raise a host challenging mining prob-
lems such as web resource discovery and topic distil-
lation; web structure/linkage mining; intelligent web
searching and crawling; personalization of web con-
tent.

• Future Trends/Past Reflections: What are the emerg-
ing topics/applications for next generation data min-
ing? What lessons have been learned from over a
decade of data mining? What areas need more at-
tention?

Out of the 28 paper submissions we were able to select only
8 full papers (an acceptance rate of 28.5%). In addition
5 short papers were accepted. Each paper was reviewed
by three members of the program committee. Along with
an invited talk, we were able to assemble a very exciting
program.

We would like to thank all the authors, invited speakers,
and attendees for contributing to the success of the work-
shop. Special thanks to the program committee for help
in reviewing the submissions, and ensuring a high quality
program.

Sincerely,
Mohammed Zaki, Charu Aggarwal (editors)
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Workshop Program & Contents
The workshop will foster an informal atmosphere, where par-
ticipants can freely interact through short presentations and
open discussions on their ongoing work as well as discus-
sion on current/future trends in data mining. Questions can
be asked freely during any time, and discussion slots have
been set aside in the morning and afternoon sessions. These
slots are meant to focus on critical evaluation of current ap-
proaches and open problems. All speakers and participants
are encouraged to think about these issues prior to the work-
shop and to take active part in the ensuing discussions.

8:00-8:30 Continental Breakfast

8:30-8:35 Opening Remarks

8:35-9:10, Invited Talk.
Analyzing Massive Data Streams: Past, Present, and Fu-
ture: Minos Garofalakis (Bells Labs) page 1

9:10-9:50 Data Streams I

• 9:10-9:35, Full Paper: A Symbolic Representation of
Time Series, with Implications for Streaming Algo-
rithms, Jessica Lin, Eamonn Keogh, Stefano Lonardi,
Bill Chiu (University of California, Riverside) page 2

• 9:35-9:50, Short Paper: Clustering Binary Data Streams
with K-means, Carlos Ordonez (Teradata, NCR) page 12

9:50-10:15 Coffee Break

10:15-11:20 DB Integration

• 10:15-10:40, Full Paper: Processing Frequent Itemset
Discovery Queries by Division and Set Containment
Join Operators, Ralf Rantzau (University of Stuttgart).
page 20

• 10:40-10:55, Short Paper: Efficient OLAP Operations
for Spatial Data Using Peano Trees, Baoying Wang,
Fei Pan, Dongmei Ren, Yue Cui, Qiang Ding, William
Perrizo (North Dakota State University) page 28

• 10:55-11:20, Full Paper: Clustering Gene Expression
Data in SQL Using Locally Adaptive Metrics, Dim-
itris Papadopoulos (University of California, River-
side), Carlotta Domeniconi (George Mason University),
Dimitrios Gunopulos (University of California, River-
side), Sheng Ma (IBM T.J. Watson Research Center)
page 35

11:20-11:30 Short Discussion Session (Open Floor)

11:30-12:30 FCRC Plenary Talk by James Kurose on
Networking

12:30-1:45 Lunch

1:45-2:25 WWW Mining

• 1:45-2:10, Full Paper: Graph-Based Ranking Algo-
rithms for E-mail Expertise Analysis, Byron Dom, Iris
Eiron, Alex Cozzi (IBM Almaden Research Center),
Yi Zhang (CMU) page 42

• 2:10-2:25, Short Paper: Deriving Link-context from
HTML Tag Tree, Gautam Pant (The University of
Iowa) page 49

2:25-3:05 Data Streams II

• 2:25-2:50, Full Paper: Clustering of Streaming Time
Series is Meaningless , Jessica Lin, Eamonn Keogh,
Wagner Truppel (University of California, Riverside)
page 56

• 2:50-3:05, Short Paper: A Learning-Based Approach
to Estimate Statistics of Operators in Continuous Queries:
a Case Study, Like Gao (GMU), X. Sean Wang (GMU),
Min Wang (IBM T.J. Watson Research Center), Sri-
ram Padmanabhan (IBM T.J. Watson Research Cen-
ter) page 66

3:05-3:45 Bioinformatics

• 3:05-3:30, Full Paper: Using transposition for pattern
discovery from microarray data, Francois Rioult (GR-
EYC CNRS 6072 - University of Caen), Jean-Francois
Boulicaut (INSA Lyon LIRIS), Bruno Cremileux (GR-
EYC CNRS 6072 - University of Caen), Jeremy Besson
(INSA Lyon LIRIS) page 73

• 3:30-3:45, Short Paper: Weave Amino Acid Sequences
for Protein Secondary Structure Prediction, Bin Wang
(Northeastern University, China), Xiaochun Yang (Brig-
ham Young University) page 80

3:45-4:00 Coffee Break

4:00-4:50 Privacy & Security

• 4:00-4:25, Full Paper: Assuring privacy when big brother
is watching, Murat Kantarcioglu, Chris Clifton (Pur-
due University) page 88

• 4:25-4:50, Full Paper: Dynamic Inference Control, Jes-
sica Staddon (Palo Alto Research Center) page 94

4:50-5:25 Discussion Session (Open Floor)

5:25-5:30 Closing Remarks.
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Invited Talk
Analyzing Massive Data Streams:

Past, Present, and Future

Minos Garofalakis
Bells Labs

600 Mountain Avenue
Murray Hill, NJ 07974, USA

minos@research.bell-labs.com

ABSTRACT
Continuous data streams arise naturally, for example, in the
installations of large telecom and Internet service providers
where detailed usage information (Call-Detail-Records, SNMP-
/RMON packet-flow data, etc.) from different parts of the
underlying network needs to be continuously collected and
analyzed for interesting trends. Such environments raise a
critical need for effective stream-processing algorithms that
can provide (typically, approximate) answers to data-analysis
queries while utilizing only small space (to maintain concise
stream synopses) and small processing time per stream item.
In this talk, I will discuss the basic pseudo-random sketch-
ing mechanism for building stream synopses and our ongoing
work that exploits sketch synopses to build an approximate
SQL (multi) query processor. I will also describe our re-
cent results on extending sketching to handle more complex
forms of queries and streaming data (e.g., similarity joins
over streams of XML trees), and try to identify some chal-
lenging open problems in the data-streaming area.
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A Symbolic Representation of Time Series, with Implications for 
Streaming Algorithms  

 
Jessica Lin   Eamonn Keogh   Stefano Lonardi   Bill Chiu 
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Computer Science & Engineering Department 
Riverside, CA 92521, USA 
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ABSTRACT 
The parallel explosions of interest in streaming data, and data mining of 
time series have had surprisingly little intersection. This is in spite of the 
fact that time series data are typically streaming data. The main reason for 
this apparent paradox is the fact that the vast majority of work on 
streaming data explicitly assumes that the data is discrete, whereas the vast 
majority of time series data is real valued.  
Many researchers have also considered transforming real valued time 
series into symbolic representations, noting that such representations 
would potentially allow researchers to avail of the wealth of data 
structures and algorithms from the text processing and bioinformatics 
communities, in addition to allowing formerly  “batch-only”  problems to 
be tackled by the streaming community. While many symbolic 
representations of time series have been introduced over the past decades, 
they all suffer from three fatal flaws. Firstly, the dimensionality of the 
symbolic representation is the same as the original data, and virtually all 
data mining algorithms scale poorly with dimensionality. Secondly, 
although distance measures can be defined on the symbolic approaches, 
these distance measures have little correlation with distance measures 
defined on the original time series. Finally, most of these symbolic 
approaches require one to have access to all the data, before creating the 
symbolic representation. This last feature explicitly thwarts efforts to use 
the representations with streaming algorithms. 
In this work we introduce a new symbolic representation of time series. 
Our representation is unique in that it allows dimensionality/numerosity 
reduction, and it also allows distance measures to be defined on the 
symbolic approach that lower bound corresponding distance measures 
defined on the original series. As we shall demonstrate, this latter feature 
is particularly exciting because it allows one to run certain data mining 
algorithms on the efficiently manipulated symbolic representation, while 
producing identical results to the algorithms that operate on the original 
data. Finally, our representation allows the real valued data to be 
converted in a streaming fashion, with only an infinitesimal time and 
space overhead. 

We will demonstrate the utility of our representation on the classic data 
mining tasks of clustering, classification, query by content and anomaly 
detection.   

Keywords 
Time Series, Data Mining, Data Streams, Symbolic, Discretize 

1. INTRODUCTION 
The parallel explosions of interest in streaming data [4, 8, 10, 18], 
and data mining of time series [6, 7, 9, 20, 21, 24, 26, 34] have 
had surprisingly little intersection. This is in spite of the fact that 

time series data are typically streaming data, for example, stock 
value, medical and meteorological data [30]. The main reason for 
this apparent paradox is the fact that the vast majority of work on 
streaming data explicitly assumes that the data is discrete, whereas 
the vast majority of time series data is real valued [23]. 

Many high level representations of time series have been 
proposed for data mining. Figure 1 illustrates a hierarchy of all the 
various time series representations in the literature [2, 7, 14, 16, 
20, 22, 25, 30, 31, 35]. One representation that the data mining 
community has not considered in detail is the discretization of the 
original data into symbolic strings. At first glance this seems a 
surprising oversight. In addition to allowing the framing of time 
series problems as streaming problems, there is an enormous 
wealth of existing algorithms and data structures that allow the 
efficient manipulations of symbolic representations. Such 
algorithms have received decades of attention in the text retrieval 
community, and more recent attention from the bioinformatics 
community [3, 13, 17, 29, 32, 33]. Some simple examples of 
“ tools”  that are not defined for real-valued sequences but are 
defined for symbolic approaches include hashing, Markov 
models, suffix trees, decision trees etc. As a more concrete 
example, consider the Jaccard coefficient [13], a distance measure 
beloved by streaming researchers. The Jaccard coefficient is only 
well defined for discrete data (such as web clicks or individual 
keystrokes) as thus cannot be used with real-valued time series. 

There is a simple explanation for the data mining community’s 
lack of interest in symbolic manipulation as a supporting 
technique for mining time series. If the data are transformed into 
virtually any of the other representations depicted in Figure 1, 
then it is possible to measure the similarity of two time series in 
that representation space, such that the distance is guaranteed to 
lower bound the true distance between the time series in the 
original space. This simple fact is at the core of almost all 
algorithms in time series data mining and indexing [14]. However, 
in spite of the fact that there are dozens of techniques for 
producing different variants of the symbolic representation [2, 11, 
20], there is no known method for calculating the distance in the 
symbolic space, while providing the lower bounding guarantee.  

In addition to allowing the creation of lower bounding distance 
measures, there is one other highly desirable property of any time 
series representation, including a symbolic one. Almost all time 
series datasets are very high dimensional. This is a challenging 
fact because all non-trivial data mining and indexing algorithms 
degrade exponentially with dimensionality. For example, above 
16-20 dimensions, index structures degrade to sequential scanning 
[19]. 
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Figure 1: A hierarchy of all the various time series representations in the literature. The leaf nodes refer to the actual representation, and the internal 
nodes refer to the classification of the approach. The contribution of this paper is to introduce a new representation, the lower bounding symbolic 
approach 

None of the symbolic representations that we are aware of allow 
dimensionality reduction [2, 11, 20]. There is some reduction in 
the storage space required, since fewer bits are required for each 
value; however, the intrinsic dimensionality of the symbolic 
representation is the same as the original data. 

In [4], Babcock et. al ask if “ there is a need for database 
researchers to develop fundamental and general-purpose 
models… for data streams.”  The opinion of the authors is 
affirmative. In this work we take a step towards this goal by 
introducing a representation of time series that is suitable for 
streaming algorithms. It is dimensionality reducing, lower 
bounding and can be obtained in a streaming fashion. 

As we shall demonstrate, the lower bounding feature is 
particularly exciting because it allows one to run certain data 
mining algorithms on the efficiently manipulated symbolic 
representation, while producing identical results to the algorithms 
that operate on the original data. In particular, we will 
demonstrate the utility of our representation on the classic data 
mining tasks of clustering [21], classification [16], indexing [1, 
14, 22, 35], and anomaly detection [9, 24, 31].   

The rest of this paper is organized as follows. Section 2 briefly 
discusses background material on time series data mining and 
related work. Section 3 introduces our novel symbolic approach, 
and discusses its dimensionality reduction, numerosity reduction 
and lower bounding abilities. Section 4 contains an experimental 
evaluation of the symbolic approach on a variety of data mining 
tasks. Finally, Section 5 offers some conclusions and suggestions 
for future work. 

2. BACKGROUND AND RELATED WORK 
Time series data mining has attracted enormous attention in the 
last decade. The review below is necessarily brief; we refer 
interested readers to [30, 23] for a more in depth review. 

2.1 Time Series Data Mining Tasks 
While making no pretence to be exhaustive, the following list 
summarizes the areas that have seen the majority of research 
interest in time series data mining. 
�  Indexing: Given a query time series Q, and some 

similarity/dissimilarity measure D(Q,C), find the most 
similar time series in database DB [1, 7, 14,22, 35]. 

�  Clustering: Find natural groupings of the time series in 
database DB under some similarity/dissimilarity measure 
D(Q,C) [21,25]. 

�  Classification: Given an unlabeled time series Q, assign it to 
one of two or more predefined classes [16]. 

�  Summarization: Given a time series Q containing n 
datapoints where n is an extremely large number, create a 
(possibly graphic) approximation of Q which retains its 
essential features but fits on a single page, computer screen, 
executive summary, etc [26]. 

�  Anomaly Detection: Given a time series Q, and some model 
of “normal”  behavior, find all sections of Q which contain 
anomalies, or “surprising/interesting/unexpected/novel”  
behavior [9, 24, 31].  

Since the datasets encountered by data miners typically don’ t fit in 
main memory, and disk I/O tends to be the bottleneck for any data 
mining task, a simple generic framework for time series data 
mining has emerged [14]. The basic approach is outlined in Table 
1. 

1. 
Create an approximation of the data, which will fit in main 
memory, yet retains the essential features of interest. 

2. Approximately solve the task at hand in main memory. 

3. 

Make (hopefully very few) accesses to the original data on 
disk to confirm the solution obtained in Step 2, or to 
modify the solution so it agrees with the solution we 
would have obtained on the original data. 

Table 1: A generic time series data mining approach 

It should be clear that the utility of this framework depends 
heavily on the quality of the approximation created in Step 1. If 
the approximation is very faithful to the original data, then the 
solution obtained in main memory is likely to be the same as, or 
very close to, the solution we would have obtained on the original 
data. The handful of disk accesses made in Step 3 to confirm or 
slightly modify the solution will be inconsequential compared to 
the number of disk accesses required had we worked on the 
original data. With this in mind, there has been great interest in 
approximate representations of time series, which we consider 
below. 

2.2 Time Series Representations  
As with most problems in computer science, the suitable choice of 
representation greatly affects the ease and efficiency of time series 
data mining. With this in mind, a great number of time series 
representations have been introduced, including the Discrete 
Fourier Transform (DFT) [14], the Discrete Wavelet Transform 
(DWT) [7], Piecewise Linear, and Piecewise Constant models 
(PAA) [22], (APCA) [16, 22], and Singular Value Decomposition 
(SVD) [22]. Figure 2 illustrates the most commonly used 
representations. 

   Time Series Representations   
  Data Adaptive   Non Data Adaptive   

Spectral   Wavelets   Piecewise 
  Aggregate 
  Approximation 

  

Piecewise  
Polynomial 

  
Symbolic   Singular 

  Value 
  Decomposition   

Random 
  Mappings   

Piecewise 
  Linear 

  Approximation   
Adaptive 

  Piecewise 
  Constant 

  Approxima tion   
Discrete 

  Fourier 
  Transform   

Discrete 
  Cosine 

  Transform   Haar 
  Daubechies 

  dbn   n > 1   
Coiflets 

  Symlets 
  

Sorted Coefficients 
  

Orthonormal   Bi - Orthonormal   
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  Regression 
  

Trees 
  

Natural  
Language   

Strings 
  

  Lower  
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Bounding   



DMKD03: 8th ACM SIGMOD Workshop on Research Issues in Data Mining and Knowledge Discovery, 2003                               page 4

 

Figure 2: The most common representations for time series data 
mining. Each can be visualized as an attempt to approximate the signal 
with a linear combination of basis functions  

Recent work suggests that there is little to choose between the 
above in terms of indexing power [23]; however, the 
representations have other features that may act as strengths or 
weaknesses. As a simple example, wavelets have the useful 
multiresolution property, but are only defined for time series that 
are an integer power of two in length [7].  

One important feature of all the above representations is that they 
are real valued. This limits the algorithms, data structures and 
definitions available for them. For example, in anomaly detection 
we cannot meaningfully define the probability of observing any 
particular set of wavelet coefficients, since the probability of 
observing any real number is zero [27]. Such limitations have lead 
researchers to consider using a symbolic representation of time 
series. 

While there are literally hundreds of papers on discretizing 
(symbolizing, tokenizing, quantizing) time series [2, 20] (see [11] 
for an extensive survey), none of the techniques allows a distance 
measure that lower bounds a distance measure defined on the 
original time series. For this reason, the generic time series data 
mining approach illustrated in Table 1 is of little utility, since the 
approximate solution to problem created in main memory may be 
arbitrarily dissimilar to the true solution that would have been 
obtained on the original data. If, however, one had a symbolic 
approach that allowed lower bounding of the true distance, one 
could take advantage of the generic time series data mining 
model, and of a host of other algorithms, definitions and data 
structures which are only defined for discrete data, including 
hashing, Markov models, and suffix trees. This is exactly the 
contribution of this paper.  We call our symbolic representation of 
time series SAX (Symbolic Aggregate approXimation), and 
define it in the next section. 

3. SAX: OUR SYMBOLIC APPROACH 
SAX allows a time series of arbitrary length n to be reduced to a 
string of arbitrary length w, (w < n, typically w << n). The 
alphabet size is also an arbitrary integer a, where a > 2. Table 2 
summarizes the major notation used in this and subsequent 
sections. 

C A time series C = c1,…,cn  

C  
A Piecewise Aggregate Approximation of a time series 

wccC ,...,1
�   

Ĉ  A symbol representation of a time series wccC ˆ,...,ˆˆ
1

�  

w The number of PAA segments representing time series 
C 

a Alphabet size (e.g., for the alphabet = { a,b,c} ,  a = 3) 

Table 2: A summarization of the notation used in this paper 

Our discretization procedure is unique in that it uses an 
intermediate representation between the raw time series and the 
symbolic strings. We first transform the data into the Piecewise 
Aggregate Approximation (PAA) representation and then 
symbolize the PAA representation into a discrete string. There are 
two important advantages to doing this:  
�  Dimensionality Reduction: We can use the well-defined 

and well-documented dimensionality reduction power of 
PAA [22, 35], and the reduction is automatically carried over 
to the symbolic representation. 

�  Lower Bounding: Proving that a distance measure between 
two symbolic strings lower bounds the true distance between 
the original time series is non-trivial. The key observation 
that allows us to prove lower bounds is to concentrate on 
proving that the symbolic distance measure lower bounds the 
PAA distance measure. Then we can prove the desired result 
by transitivity by simply pointing to the existing proofs for 
the PAA representation itself [35]. 

We will briefly review the PAA technique before considering the 
symbolic extension. 

3.1 Dimensionality Reduction Via PAA 
A time series C of length n can be represented in a w-dimensional 

space by a vector wccC ,,1
�� . The i th element of C is 

calculated by the following equation: � �
��� i

ij
jn

w
i

w
n

w
n

cc
1)1(

   (1) 

Simply stated, to reduce the time series from n dimensions to w 
dimensions, the data is divided into w equal sized “ frames.”  The 
mean value of the data falling within a frame is calculated and a 
vector of these values becomes the data-reduced representation. 
The representation can be visualized as an attempt to approximate 
the original time series with a linear combination of box basis 
functions as shown in Figure 3. 

 

Figure 3: The PAA representation can be visualized as an attempt 
to model a time series with a linear combination of box basis 
functions. In this case, a sequence of length 128 is reduced to 8 
dimensions 

The PAA dimensionality reduction is intuitive and simple, yet has 
been shown to rival more sophisticated dimensionality reduction 
techniques like Fourier transforms and wavelets [22, 23, 35].  

We normalize each time series to have a mean of zero and a 
standard deviation of one before converting it to the PAA 
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representation, since it is well understood that it is meaningless to 
compare time series with different offsets and amplitudes [23]. 

3.2 Discretization 
Having transformed a time series database into PAA, we can 
apply a further transformation to obtain a discrete representation. 
It is desirable to have a discretization technique that will produce 
symbols with equiprobability [3, 28]. This is easily achieved since 
normalized time series have a Gaussian distribution [27]. To 
illustrate this, we extracted subsequences of length 128 from 8 
different time series and plotted a normal probability plot of the 
data as shown in Figure 4.  

 

Figure 4: A normal probability plot of the cumulative distribution of 
values from subsequences of length 128 from 8 different datasets. The 
highly linear nature of the plot strongly suggests that the data came 
from a Gaussian distribution 

Given that the normalized time series have highly Gaussian 
distribution, we can simply determine the “breakpoints”  that will 
produce a equal-sized areas under Gaussian curve [27]. 

Definition 1. Breakpoints: breakpoints are a sorted list of 
numbers �  = � 1,…,� a-1 such that the area under a N(0,1) 
Gaussian curve from � i  to � i+1 = 1/a (� 0  and � a  are defined as 
-�  and � , respectively). 

These breakpoints may be determined by looking them up in a 
statistical table. For example, Table 3 gives the breakpoints for 
values of a from 3 to 10.  

a  �
i  

3 4 5 6 7 8 9 10 �
1  -0.43 -0.67 -0.84 -0.97 -1.07 -1.15 -1.22 -1.28 �
2 0.43 0 -0.25 -0.43 -0.57 -0.67 -0.76 -0.84 �
3  0.67 0.25 0 -0.18 -0.32 -0.43 -0.52 �
4   0.84 0.43 0.18 0 -0.14 -0.25 �
5    0.97 0.57 0.32 0.14 0 �
6     1.07 0.67 0.43 0.25 �
7      1.15 0.76 0.52 �
8       1.22 0.84 �
9        1.28 

Table 3: A lookup table that contains the breakpoints that 
divide a Gaussian distribution in an arbitrary number (from 3 
to 10) of equiprobable regions 

Once the breakpoints have been obtained we can discretize a time 
series in the following manner. We first obtain a PAA of the time 
series. All PAA coefficients that are below the smallest breakpoint 
are mapped to the symbol “a,”  all coefficients greater than or 
equal to the smallest breakpoint and less than the second smallest 
breakpoint are mapped to the symbol “b,”  etc. Figure 5 illustrates 
the idea. 

 

Figure 5: A time series is discretized by first obtaining a PAA 
approximation and then using predetermined breakpoints to map the 
PAA coefficients into SAX symbols. In the example above, with n = 
128, w = 8 and a = 3, the time series is mapped to the word baabccbc   

Note that in this example the 3 symbols, “a,”  “b,”  and “c”  are 
approximately equiprobable as we desired. We call the 
concatenation of symbols that represent a subsequence a word. 

Definition 2. Word: A subsequence C of length n can be 

represented as a word 
wccC ˆ,,ˆˆ

1 �� as follows. Let alphai 

denote the ith element of the alphabet, i.e., alpha1 = a and alpha2 

= b. Then the mapping from a PAA approximation C  to a 

word Ĉ  is obtained as follows: 

jijji ciifalphac �� �	� 

1,ˆ  (2) 

We have now defined SAX, our symbolic representation (the 
PAA representation is merely an intermediate step required to 
obtain the symbolic representation). 

3.3 Distance Measures 
Having introduced the new representation of time series, we can 
now define a distance measure on it. By far the most common 
distance measure for time series is the Euclidean distance [23, 29]. 
Given two time series Q and C of the same length n, Eq. 3 defines 
their Euclidean distance, and Figure 6.A illustrates a visual 
intuition of the measure. � � � �
 �� �n

i
ii cqCQD

1

2,   (3) 

If we transform the original subsequences into PAA 
representations, Q and C , using Eq. 1, we can then obtain a 

lower bounding approximation of the Euclidean distance between 
the original subsequences by: � ���� �� w

i iiw
n cqCQDR

1

2),(   (4) 

This measure is illustrated in Figure 6.B. A proof that DR(Q ,C ) 
lower bounds the true Euclidean distance appears in [22] (an 
alterative proof appears in [35] ). 
If we further transform the data into the symbolic representation, 
we can define a MINDIST function that returns the minimum 
distance between the original time series of two words: � ��� w

i iiw
n cqdistCQMINDIST

1

2)ˆ,ˆ()ˆ,ˆ(   (5) 

The function resembles Eq. 4 except for the fact that the distance 
between the two PAA coefficients has been replaced with the sub-
function dist(). The dist() function can be implemented using a 
table lookup as illustrated in Table 4.   
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 a b c d 
a 0 0 0.67 1.34 

b 0 0 0 0.67 

c 0.67 0 0 0 

d 1.34 0.67 0 0 

Table 4: A lookup table used by the MINDIST function. This 
table is for an alphabet of cardinality of 4, i.e. a=4. The 
distance between two symbols can be read off by examining 
the corresponding row and column. For example, dist(a,b) = 0 
and dist(a,c) = 0.67. 

The value in cell (r,c) for any lookup table can be calculated by 
the following expression.  

�� � � ��
� �

otherwise

crif
cell

crcr

cr
,

1,0

),min(1),max(
, ��  (6) 

For a given value of the alphabet size a, the table needs only be 
calculated once, then stored for fast lookup. The MINDIST 
function can be visualized in Figure 6.C.  

 

Figure 6: A visual intuition of the three representations discussed in this 
work, and the distance measures defined on them. A) The Euclidean 
distance between two time series can be visualized as the square root of 
the sum of the squared differences of each pair of corresponding points. 
B) The distance measure defined for the PAA approximation can be seen 
as the square root of the sum of the squared differences between each 
pair of corresponding PAA coefficients, multiplied by the square root of 
the compression rate. C) The distance between two SAX representations 
of a time series requires looking up the distances between each pair of 
symbols, squaring them, summing them, taking the square root and 
finally multiplying by the square root of the compression rate  

There is one issue we must address if we are to use a symbolic 
representation of time series. If we wish to approximate a massive 
dataset in main memory, the parameters w and a have to be 
chosen in such a way that the approximation makes the best use of 
the primary memory available. There is a clear tradeoff between 
the parameter w controlling the number of approximating 

elements, and the value a controlling the granularity of each 
approximating element. 

It is infeasible to determine the best tradeoff analytically, since it 
is highly data dependent. We can, however, empirically determine 
the best values with a simple experiment. Since we wish to 
achieve the tightest possible lower bounds, we can simply 
estimate the lower bounds over all possible feasible parameters, 
and choose the best settings.   

),(
)ˆ,ˆ(

CQD

CQMINDIST
BoundLowerofTightness �       (7) 

We performed such a test with a concatenation of 50 time series 
databases taken from the UCR time series data mining archive. 
For every combination of parameters we averaged the result of 
100,000 experiments on subsequences of length 256. Figure 7 
shows the results. 

 

Figure 7: The empirically estimated tightness of lower bounds over the 
cross product of a = [3…11] and w = [2…8]. The darker histogram bars 
illustrate combinations of parameters that require approximately equal 
space to store every possible word (approximately 4 megabytes) 

The results suggest that using a low value for a results in weak 
bounds, but that there are diminishing returns for large values of 
a. The results also suggest that the parameters are not too critical; 
an alphabet size in the range of 5 to 8 seems to be a good choice. 

3.4 Numerosity Reduction 
We have seen that, given a single time series, our approach can 
significantly reduce its dimensionality. In addition, our approach 
can reduce the numerosity of the data for some applications.  

Most applications assume that we have one very long time series 
T, and that manageable subsequences of length n are extracted by 
use of a sliding window, then stored in a matrix for further 
manipulation [7, 14, 22, 35]. Figure 8 illustrates the idea. 

 

Figure 8:  An illustration of the notation introduced in this section: A 
time series T of length 128, the subsequence C67 of length n = 16, and 
the first 8 subsequences extracted by a sliding window. Note that the 
sliding windows are overlapping 
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When performing sliding windows subsequence extraction, with 
any of the real-valued representations, we must store all |T| - n + 1 
extracted subsequences (in dimensionality reduced form). 
However, imagine for a moment that we are using our proposed 
approach. If the first word extracted is aabbcc, and the window is 
shifted to discover that the second word is also aabbcc, we can 
reasonably decide not to include the second occurrence of the 
word in sliding windows matrix. If we ever need to retrieve all 
occurrences of aabbcc, we can go to the location pointed to by the 
first occurrences, and remember to slide to the right, testing to see 
if the next window is also mapped to the same word. We can stop 
testing as soon as the word changes. This simple idea is very 
similar to the run-length-encoding data compression algorithm. 

The utility of this optimization depends on the parameters used 
and the data itself, but it typically yields a numerosity reduction 
factor of two or three. However, many datasets are characterized 
by long periods of little or no movement, followed by bursts of 
activity (seismological data is an obvious example). On these 
datasets the numerosity reduction factor can be huge. Consider the 
example shown in Figure 9. 

 

Figure 9: Sliding window extraction on Space Shuttle Telemetry 
data, with n = 32. At time point 61, the extracted word is aabbcc, and 
the next 401 subsequences also map to this word. Only a pointer to 
the first occurrence must be recorded, thus producing a large 
reduction in numerosity 

There is only one special case we must consider. As we noted in 
Section 3.1, we normalize each time series (including 
subsequences) to have a mean of zero and a standard deviation of 
one. However, if the subsequence contains only one value, the 
standard deviation is not defined. More troublesome is the case 
where the subsequence is almost constant, perhaps 31 zeros and a 
single 0.0001. If we normalize this subsequence, the single 
differing element will have its value exploded to 5.48. This 
situation occurs quite frequently. For example, the last 200 time 
units of the data in Figure 9 appear to be constant, but actually 
contain tiny amounts of noise. If we were to normalize 
subsequences extracted from this area, the normalization would 
magnify the noise to large meaningless patterns. 

We can easily deal with this problem, if the standard deviation of 
the sequence before normalization is below an epsilon � , we 
simply assign the entire word to the middle-ranged alphabet (e.g. 
cccccc if a = 5). 

We end this section with a visual comparison between SAX and 
the four most used representations in the literature (Figure 10). 

 

 

 

Figure 10:  A visual comparison of SAX and the four most common 
time series data mining representations. A raw time series of length 
128 is transformed into the word 
ffffffeeeddcbaabceedcbaaaaacddee. This is a fair comparison since 
the number of bits in each representation is the same 

4. EXPERIMENTAL VALIDATION OF SAX 
We performed various data mining tasks using SAX.  For 
clustering and classification, we compared the results with the 
classic Euclidean distance, and with other previously proposed 
symbolic approaches.  Note that none of these other approaches 
use dimensionality reduction.   In the next paragraph we 
summarize the strawmen representations that we compare SAX 
to. We choose these two approaches since they are typical 
representatives of symbolic approaches in the literature.  

André-Jönsson, and Badal [2] proposed the SDA algorithm that 
computes the changes between values from one instance to the 
next, and divide the range into user-predefined regions.  The 
disadvantages of this approach are obvious: prior knowledge of 
the data distribution of the time series is required in order to set 
the breakpoints; and the discretized time series does not conserve 
the general shape or distribution of the data values. 

Huang and Yu proposed the IMPACTS algorithm, which uses 
change ratio between one time point to the next time point to 
discretize the time series [20].  The range of change ratios are then 
divided into equal-sized sections and mapped into symbols.  The 
time series is converted to a discretized collection of change 
ratios.  As with SAX, the user needs to define the cardinality of 
symbols.    

4.1 Clustering 
Clustering is one of the most common data mining tasks, being 
useful in its own right as an exploratory tool, and also as a sub-
routine in more complex algorithms [12,15, 21]. 

4.1.1 Hierarchical Clustering 
Comparing hierarchical clusterings is a very good way to compare 
and contrast similarity measures, since a dendrogram of size N 
summarizes O(N2) distance calculations [23]. The evaluation is 
typically subjective; we simply adjudge which distance measure 
appears to create the most natural groupings of the data. However, 
if we know the data labels in advance we can also make objective 
statements of the quality of the clustering. In Figure 11 we 
clustered nine time series from the Control Chart dataset, three 
each from the decreasing trend, upward shift and normal classes. 
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Figure 11: A comparison of the four distance measures’  ability to 
cluster members of the Control Chart dataset. Complete linkage was 
used as the agglomeration technique 

In this case we can objectively state that SAX is superior, since it 
correctly assigns each class to its own subtree. This is simply a 
side effect due to the smoothing effect of dimensionality 
reduction. More generally, we observed that SAX closely mimics 
Euclidean distance on various datasets. 

4.1.2 Partitional Clustering 
Although hierarchical clustering is a good sanity check for any 
proposed distance measure, it has limited utility for data mining 
because of its poor scalability. The most commonly used data 
mining clustering algorithm is k-means [15], so for completeness 
we will consider it here.  We performed k-means on both the 
original raw data, and our symbolic representation. Figure 12 
shows a typical run of k-means on a space telemetry dataset. Both 
algorithms converge after 11 iterations on average. 

The results here are quite unintuitive and surprising; working with 
an approximation of the data gives better results than working 
with the original data. Fortunately, a recent paper offers a 
suggestion as to why this might be so. It has been shown that 
initializing the clusters centers on a low dimension approximation 
of the data can improve the quality [12], this is what clustering 
with SAX implicitly does. 

 

Figure 12: A comparison of the k-means clustering algorithm using 
SAX and the raw data. The dataset was Space Shuttle telemetry, 
1,000 subsequences of length 512. Surprisingly, working with the 
symbolic approximation produces better results than working with the 
original data 

4.2 Classification 
Classification of time series has attracted much interest from the 
data mining community. The high dimensionality, high feature 
correlation, and typically high levels of noise found in time series 
provide an interesting research problem [23]. Although special- 
purpose algorithms have been proposed [25], we will consider 
only the two most common classification algorithms for brevity, 
clarity of presentations and to facilitate independent confirmation 
of our findings.  

4.2.1 Nearest Neighbor Classification 
To compare different distance measures on 1-nearest-neighbor 
classification, we used leaving-one-out cross validation.  We 
compare SAX with Euclidean distance, IMPACTS, SDA, and 
LP� .  Two classic synthetic datasets are used: the Cylinder-Bell-
Funnel (CBF) dataset has 50 instances of time series for each of 
the three clusters, and the Control Chart (CC) has 100 instances 
for each of the six clusters [23].   

Since SAX allows dimensionality and alphabet size as user input, 
and the IMPACTS allows variable alphabet size, we ran the 
experiments on different combinations of dimensionality 
reduction and alphabet size.   For the other approaches we applied 
the simple dimensionality reduction technique of skipping data 
points at a fixed interval.  In Figure 13, we show the results with a 
dimensionality reduction of 4 to 1. 

Similar results were observed for other levels of dimensionality 
reduction. Once again, SAX’s ability to beat Euclidean distance is 
probably due to the smoothing effect of dimensionality reduction; 
nevertheless, this experiment does show the superiority of SAX 
over the other approaches proposed in the literature.    

4.2.2 Decision Tree Classification 
Due to its poor scalability, Nearest Neighbor is unsuitable for 
most data mining applications; instead, decision trees are the most 
common choice of classifier. While decision trees are defined for 
real data, attempting to classify time series using the raw data 
would clearly be a mistake, since the high dimensionality and 
noise levels would result in a deep, bushy tree with poor accuracy. 
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Figure 13: A comparison of five distance measures utility for nearest 
neighbor classification. We tested different alphabet sizes for SAX and 
IMPACTS.  SDA’s alphabet size is fixed at 5. 

In an attempt to overcome this problem, Geurts [16] suggests 
representing the time series as a Regression Tree (RT) (this 
representation is essentially the same as APCA [22], see Figure 
2), and training the decision tree directly on this representation. 
The technique shows great promise. 

We compared SAX to the Regression Tree (RT) on two datasets; 
the results are in Table 5. 

Dataset SAX Regression Tree 
CC 3.04 

�
 1.64 2.78 

�
 2.11 

CBF 0.97 
�
 1.41 1.14 

�
 1.02 

Table 5: A comparison of SAX with the specialized 
Regression Tree approach for decision tree classification. 
Our approach used an alphabet size of 6; both approaches 
used a dimensionality of 8 

Note that while our results are competitive with the RT approach, 
The RT representation is undoubtedly superior in terms of 
interpretability [16]. Once again, our point is simply that our 
“black box”  approach can be competitive with specialized 
solutions.    

4.3 Query by Content (Indexing) 
The majority of work on time series data mining appearing in the 
literature has addressed the problem of indexing time series for 
fast retrieval [30]. Indeed, it is in this context that most of the 
representations enumerated in Figure 1 were introduced [7, 14, 22, 
35]. Dozens of papers have introduced techniques to do indexing 
with a symbolic approach [2, 20], but without exception, the 
answer set retrieved by these techniques can be very different to 
the answer set that would be retrieved by the true Euclidean 
distance. It is only by using a lower bounding technique that one 
can guarantee retrieving the full answer set, with no false 
dismissals [14].  

To perform query by content, we built an index using SAX, and 
compared it to an index built using the Haar wavelet approach [7].  
Since the datasets we use are large and disk-resident, and the 
reduced dimensionality could still be potentially high (or at least 
high enough such that the performance degenerates to sequential 
scan if R-tree were used [19]), we use Vector Approximation 
(VA) file as our indexing algorithm. We note, however, that SAX 
could also be indexed by classic string indexing techniques such 
as suffix trees.    

To compare performance, we measure the percentage of disk I/Os 
required in order to retrieve the one-nearest neighbor to a 
randomly extracted query, relative to the number of disk I/Os 
required for sequential scan. Since it has been forcibly shown that 
the choice of dataset can make a significant difference in the 
relative indexing ability of a representation, we tested on more 
than 50 datasets from the UCR Time Series Data Mining Archive. 
In Figure 14 we show 4 representative examples. 

 
 

Figure 14: A comparison of indexing ability of wavelets versus SAX. 
The Y-axis is the percentage of the data that must be retrieved from 
disk to answer a 1-NN query of length 256, when the dimensionality 
reduction ratio is 32 to 1 for both approaches 

Once again we find our representation competitive with existing 
approaches. 

4.4 Taking Advantage of the Discrete Nature 
of our Representation 
In the previous sections we showed examples of how our 
proposed representation can compete with real-valued 
representations and the original data. In this section we illustrate 
examples of data mining algorithms that take explicit advantage 
of the discrete nature of our representation. 

4.4.1 Detecting Novel/Surprising/Anomalous Behavior 
A simple idea for detecting anomalous behavior in time series is 
to examine previously observed normal data and build a model of 
it. Data obtained in the future can be compared to this model and 
any lack of conformity can signal an anomaly [9]. In order to 
achieve this, in [24] we combined a statistically sound scheme 
with an efficient combinatorial approach. The statistical scheme is 
based on Markov chains and normalization. Markov chains are 
used to model the “normal”  behavior, which is inferred from the 
previously observed data. The time- and space-efficiency of the 
algorithm comes from the use of suffix tree as the main data 
structure. Each node of the suffix tree represents a pattern. The 
tree is annotated with a score obtained comparing the support of a 
pattern observed in the new data with the support recorded in the 
Markov model. This apparently simple strategy turns out to be 
very effective in discovering surprising patterns. In the original 
work we use a simple symbolic approach, similar to IMPACTS 
[20]; here we revisit the work using SAX.  

For completeness, we will compare SAX to two highly referenced 
anomaly detection algorithms that are defined on real valued 
representations, the TSA-tree Wavelet based approach of Shahabi 
et al. [31] and the Immunology (IMM) inspired work of Dasgupta 
and Forrest [9]. We also include the Markov technique using 
IMPACTS and SDA in order to discover how much of the 
difference can be attributed directly to the representation. Figure 
15 contains an experiment comparing all 5 techniques.  
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Figure 15: A comparison of five anomaly detection algorithms on the 
same task. I) The training data, a slightly noisy sine wave of length 
1,000. II) The time series to be examined for anomalies is a noisy sine 
wave that was created with the same parameters as the training 
sequence, then an assortment of anomalies were introduced at time 
periods 250, 500 and 750. III) and IIII) The Markov Model technique 
using the IMPACTS and SDA representation did not clearly discover 
the anomalies, and reported some false alarms. V) The IMM anomaly 
detection algorithm appears to have discovered the first anomaly, but 
it also reported many false alarms. VI) The TSA-Tree approach is 
unable to detect the anomalies. VII) The Markov model-based 
technique using SAX clearly finds the anomalies, with no false alarms 

The results on this simple experiment are impressive. Since suffix 
trees and Markov models can be used only on discrete data, this 
offers a motivation for our symbolic approach. 

4.4.2 Motif discovery 
It is well understood in bioinformatics that overrepresented DNA 
sequences often have biological significance [3, 13, 29]. A 
substantial body of literature has been devoted to techniques to 
discover such patterns [17, 32, 33]. In a previous work, we 
defined the related concept of “ time series motif”  [26]. Time 
series motifs are close analogues of their discrete cousins, 
although the definitions must be augmented to prevent certain 
degenerate solutions. The naïve algorithm to discover the motifs is 
quadratic in the length of the time series. In [26], we demonstrated 
a simple technique to mitigate the quadratic complexity by a large 
constant factor; nevertheless, this time complexity is clearly 
untenable for most real datasets. 

The symbolic nature of SAX offers a unique opportunity to avail 
of the wealth of bioinformatics research in this area.  In particular, 
recent work by Tompa and Buhler holds great promise [33]. The 
authors show that many previously unsolvable motif discovery 
problems can be solved by hashing subsequences into buckets 
using a random subset of their features as a key, then doing some 
post-processing search on the hash buckets1. They call their 
algorithm PROJECTION.  

We carefully reimplemented the random projection algorithm of 
Tompa and Buhler, making minor changes in the post-processing 
step to allow for the fact that although we are hashing random 
projections of our symbolic representation, we actually wish to 
discover motifs defined on the original raw data.   Figure 16 

                                                 
1 Of course, this description greatly understates the contributions of this 
work. We urge the reader to consult the original paper. 

shows an example of a motif discovered in an industrial dataset 
[5] using this technique. 

 

Figure 16: Above, a motif discovered in a complex dataset by the 
modified PROJECTION algorithm. Below, the motif is best visualized 
by aligning the two subsequences and “zooming in” . The similarity of 
the two subsequences is striking, and hints at unexpected regularity   

Apart from the attractive scalability of the algorithm, there is 
another important advantage over other approaches. The 
PROJECTION algorithm is able to discover motifs even in the 
presence of noise. Our extension of the algorithm inherits this 
robustness to noise.  

5. CONCLUSIONS AND FUTURE DIRECTIONS 
In this work we introduced the first dimensionality reduction, 
lower bounding, streaming symbolic approach in the literature. 
We have shown that our representation is competitive with, or 
superior to, other representations on a wide variety of classic data 
mining problems, and that its discrete nature allows us to tackle 
emerging tasks such as anomaly detection and motif discovery. 

A host of future directions suggest themselves. In addition to use 
with streaming algorithms, there is an enormous wealth of useful 
definitions, algorithms and data structures in the bioinformatics 
literature that can be exploited by our representation [3, 13, 17, 
28, 29, 32, 33]. It may be possible to create a lower bounding 
approximation of Dynamic Time Warping [6], by slightly 
modifying the classic string edit distance. Finally, there may be 
utility in extending our work to multidimensional time series [34]. 
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ABSTRACT
Clustering data streams is an interesting Data Mining prob-
lem. This article presents three variants of the K-means
algorithm to cluster binary data streams. The variants in-
clude On-line K-means, Scalable K-means, and Incremental
K-means, a proposed variant introduced that finds higher
quality solutions in less time. Higher quality of solutions
are obtained with a mean-based initialization and incremen-
tal learning. The speedup is achieved through a simplified
set of sufficient statistics and operations with sparse matri-
ces. A summary table of clusters is maintained on-line. The
K-means variants are compared with respect to quality of
results and speed. The proposed algorithms can be used to
monitor transactions.

1. INTRODUCTION
Clustering algorithms partition a data set into several dis-
joint groups such that points in the same group are similar
to each other according to some similarity metric [9]. Most
clustering algorithms work with numeric data [3; 6; 14; 26],
but there has been work on clustering categorical data as
well [12; 15; 18; 23]. The problem definition of clustering
categorical data is not as clear as the problem of cluster-
ing numeric data [9]. There has been extensive database
research on clustering large and high dimensional data sets;
some important approaches include [6; 3; 17; 26; 2; 7; 20].
Clustering data streams has recently become a popular re-
search direction [13]. The problem is difficult. High dimen-
sionality [17; 1; 2; 23], data sparsity [2; 14] and noise [3; 6;
7; 17] make clustering a more challenging problem.

This work focuses on clustering binary data sets. Binary
data sets are interesting and useful for a variety reasons.
They are the simplest form of data available in a computer
and they can be used to represent categorical data. From a
clustering point of view they offer several advantages. There
is no concept of noise like that of quantitative data, they can
be used to represent categorical data and they can be effi-
ciently stored, indexed and retrieved. Since all dimensions
have the same scale there is no need to transform the data
set. There is extensive research on efficient algorithms that
can manage large data sets [26; 14] and high dimensionality
[2; 17]. Despite such efforts K-means remains one of the
most popular clustering algorithms used in practice. The
main reasons are that it is simple to implement, it is fairly
efficient, results are easy to interpret and it can work un-

der a variety of conditions. Nevertheless, it is not the final
answer to clustering [6; 9]. Some of its disadvantages in-
clude dependence on initialization, sensitivity to outliers and
skewed distributions and converging to poor locally optimal
solutions. This article introduces several improvements to
K-means to cluster binary data streams. The K-means vari-
ants studied in this article include the standard version of
K-means [19; 9], On-line K-means [25], Scalable K-means
[6], and Incremental K-means, a variant we propose.

1.1 Contributions and article outline
This article presents several K-means improvements to clus-
ter binary data streams. Improvements include simple suf-
ficient statistics for binary data, efficient distance computa-
tion for sparse binary vectors, sparse matrix operations and
a summary table of clustering results showing frequent bi-
nary values and outliers. We study how to incorporate these
changes into several variants of the K-means algorithms.
Particular attention is paid to the Incremental K-means al-
gorithm proposed in this article. An extensive experimental
section compares all variants.

The article is organized as follows. Section 2 introduces
definitions, the K-means algorithm and examples. Section
3 introduces the proposed improvements to cluster binary
data streams and explains how to incorporate them into all
K-means variants. Section 4 presents extensive experimen-
tal evaluation with real and synthetic data sets. Section 5
briefly discusses related work. Section 6 contains the con-
clusions and directions for future work.

2. PRELIMINARIES

2.1 Definitions
The input for the K-means clustering algorithm is a data set
D having n d-dimensional points and k, the desired num-
ber of clusters. The output are three matrices, C, R, W ,
containing the means, the squared distances and weights re-
spectively for each cluster, a partition of D into k subsets
and a measure of cluster quality. Matrices C and R are d×k
and W is a k×1 matrix. To manipulate matrices we use the
following convention for subscripts. For transactions we use
i; i ∈ {1, 2, . . . , n} (i alone is a subscript, whereas ij refers
to item j). For cluster number we use j; j ∈ {1, 2, . . . , k}
and to refer to one dimension we use l: l ∈ {1, 2, . . . , d}. Let
D1, D2, . . . , Dk be the k subsets of D induced by clusters
s.t. Dj ∩Dj′ = ∅ for j 6= j′. To refer to a column of C or R
we use the j subscript (i.e. Cj , Rj). So Cj and Rj refer to
the jth cluster centroid and jth variance matrix respectively
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and Wj is the jth cluster weight. The diag[] notation will
be used as a generic operator to obtain a diagonal matrix
from a vector or consider only the diagonal of a matrix or
to convert the diagonal of a matrix into a vector. This work
assumes that a symmetric similarity measure [9], like Eu-
clidean distance, on binary points is acceptable. That is, a
0/0 match is as important as a 1/1 match on some dimen-
sion. This is in contrast to asymmetric measures, like the
Jaccard coefficient, that give no importance to 0/0 matches
[15; 18].

Let S = [0, 1]d be a d-dimensional Hamming cube. Let
D = {t1, t2, . . . , tn} be a database of n points in S. That
is, ti is a binary vector (treated as a transaction). Matrix
D is a d× n sparse binary matrix. Let Ti = {l|Dli = 1, l ∈
{1, 2, . . . , d}, i ∈ {1, 2, . . . , n}}. That is, Ti is the set of non-
zero coordinates of ti; Ti can be understood as a transaction
or an itemset to be defined below. Then the input data set D
becomes a stream of integers indicating dimensions equal to
1 separated by an end of transaction marker. Since transac-
tions are sparse vectors |Ti| << d. This fact will be used to
develop an efficient distance computation. We will use T to
denote average transaction size (T =

∑n

i=1 |Ti|/n). Matri-
ces C and R are d×k and W is a k×1 matrix. To manipulate
matrices we use the following convention for subscripts. For
transactions we use i; i ∈ {1, 2, . . . , n} (i alone is a sub-
script, whereas ij refers to item j). For cluster number we
use j; j ∈ {1, 2, . . . , k} and to refer to one dimension we
use l: l ∈ {1, 2, . . . , d}. Let D1, D2, . . . , Dk be the k sub-
sets of D induced by clusters s.t. Dj ∩ Dj′ = ∅ for j 6= j′.
To refer to a column of C or R we use the j subscript (i.e.
Cj , Rj). So Cj and Rj refer to the jth cluster centroid and
jth variance matrix respectively; Rj represents a diagonal
matrix but it can be manipulated as a vector. Wj is the jth
cluster weight. Since D contains binary points Clj can be
understood as the fraction of points in cluster j that have
dimension l equal to 1. Wj is the fraction of the n points
that belong to cluster j. The diag[] notation will be used
as a generic operator to obtain a diagonal matrix from a
vector or consider only the diagonal of a matrix or to con-
vert the diagonal of a matrix into a vector. Points that do
not adjust well to the clustering model are called outliers.
K-means uses Euclidean distance; the distance from ti to Cj

is

δ(ti, Cj) = (ti − Cj)
t(ti − Cj). (1)

2.2 The K-means clustering algorithm
K-means [19] is one of the most popular clustering algo-
rithms [6; 10; 24]. It is simple and fairly fast [9; 6]. K-means
is initialized from some random or approximate solution.
Each iteration assigns each point to its nearest cluster and
then points belonging to the same cluster are averaged to get
new cluster centroids. Each iteration successively improves
cluster centroids until they become stable.

Formally, the problem of clustering is defined as finding a
partition of D into k subsets such that

n
∑

i=1

δ(ti, Cj) (2)

is minimized, where Cj is the nearest cluster centroid of ti.
The quality of a clustering model is measured by the the sum

of squared distances from each point to the cluster where it
was assigned [26; 21; 6]. This quantity is proportional to
the average quantization error, also known as distortion [19;
24]. The quality of a solution is measured as:

q(C) =
1

n

n
∑

i=1

δ(ti, Cj), (3)

which can be computed from R as

q(R, W ) =

k
∑

j=1

Wj

d
∑

l=1

Rlj . (4)

2.3 Example
We now present an example with d = 16, k = 4 to motivate
the need for a summary table. Assume items come as trans-
actions containing integers in {1, . . . , 16}. The clustering
results for a store in terms of matrices are shown in Figure
1. If we consider a real database environment in which there
are hundreds of product categories or thousands of products
it is difficult to understand the output matrices C, W . We
propose a summary of clusters as shown in Table 1. This
summary is easier to understand than the matrix with float-
ing point numbers. Another advantage is that we can see
outliers. This table suggests associations [4; 16] among items
in the same row.

3. CLUSTERING BINARY DATA STREAMS

3.1 Sparse matrix operations and simple suf-
ficient statistics

The first concern when using a clustering algorithm with
large data sets is speed. To accelerate K-means we use sparse
distance computation and simpler sufficient statistics. We
explain distance computation first. Sparse distance compu-
tation is made by precomputing the distances between the
null transaction (zeroes on all dimensions) and all centroids
Cj . Then only differences for non-null dimensions of each
transaction are computed to determine cluster membership
as transactions are being read. When D is a sparse matrix
and d is high the distance formula is expensive to compute.
In typical transaction databases a few dimensions may have
non-zero values. So we precompute a distance from every
Cj to the null vector 0̄. To that purpose, we define the k-
dimensional vector ∆: ∆j = δ(0̄, Cj). Based on ∆ distances
can be computed as:

δ(ti, Cj) = ∆j +

d
∑

l=1,(ti)l 6=0

((ti)l − Clj)
2 − C2

lj . (5)

This computation improves performance significantly, but it
does not affect result accuracy. A similar idea is applied to
update clusters. This is discussed in more detail later.

K-means can use sufficient statistics [6; 26], which are sum-
maries of D1, D2, . . . , Dk represented by the three matrices
M, Q, N that contain sum of points, sum of squared points
and number of points per cluster respectively. K-means is
fast and the idea of using sufficient statistics is well known
to make it faster [6; 10], but we can take a further step. Suf-
ficient statistics can be simplified for clustering binary data.
The following result states that the sufficient statistics for
the problem of clustering binary vectors are simpler than
the sufficient statistics required for clustering numeric data.
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Figure 1: Basket clusters

j Wj Cj (frequent dimensions) Outliers (odd transactions)
1 40% 90-100%: bread milk 80-90%: jelly {jelly wine notebook }
2 5% 80-90%: beer crackers ham {crackers sauce }
3 20% 80-90%: produce water 70-80%: milk soda {water coffee }
4 35% 90-100%: meat 80-90%: bread 70-80%: oil {bread magazine }

Table 1: Transaction clusters summary table

Lemma 1 Let D be a set of n transactions of binary data.
and D1, D2, . . . , Dk be a partition of D. Then the sufficient
statistics required for computing C, R, W are only N and M .

Proof:

To compute W , k counters are needed for the k subsets of of
D that are stored in the k×1 matrix N and then Wj = Nj/n.
To compute C we use Mj =

∑n

i=1 ti, ∀ti ∈ Dj and then Cj =
Mj/Nj . To compute Q the following formula must be com-
puted: Qj =

∑n

i=1 diag[tit
t
i] =

∑

i=1n ti = Mj , ∀ti ∈ Dj .
Note that diag[tit

t
i] = ti because x = x2 if x is binary and

ti is a vector of binary numbers. Elements off the diagonal
are ignored for diagonal matrices. Then Q = M . Therefore,
only N and M are needed.2

A consequence of the previous lemma is that R can be com-
puted from C without scanning D or storing Q. Even fur-
ther, Lemma 1 makes it possible to reduce storage to one
half. However, it is not possible to reduce storage further
because when K-means determines cluster membership it
needs to keep a copy of Cj to compute distances and a sepa-
rate matrix with Mj to add the point to cluster j. Therefore
both C and M are needed for an Incremental or Scalable ver-
sion, but not for an On-line version. The On-line K-means
algorithm to be introduced later could keep a single matrix
for centroids and sum of points. For the remainder of this
article M is a d × k matrix and Mj =

∑

∀ti∈Dj
ti and N

is k × 1 matrix and Nj = |Dj |. The update formulas for
C, R, W are

Cj =
1

Nj

Mj , (6)

Rj = diag[Cj ]− CjC
t
j , (7)

and

Wj =
Nj

∑k

j′=1 Nj′

. (8)

A summary table G, as the one shown in Section 2.3, is nec-
essary to understand very high dimensional binary data. In-
stead of trying to interpret a d×k matrix containing floating
point numbers the user can focus in those matrix entries that
are more interesting. This table should be cheap to main-
tain so that it introduces a negligible overhead. The user
specifies a list of cutoff points and a number of top outliers
per cluster. These cutoff points uniformly partition clusters
means Cj . Dimension subscripts (items) are inserted into
a rank every time C is updated. The table is constructed
using a list of cutoff points c1, c2, . . . , s.t. 1 ≥ cij > 0, and a
number of desired outliers per cluster Oj ≥ 0 for cluster j.
For each cutoff ci there is a (possibly empty) list of dimen-
sions L s.t. l ∈ L and ci > Clj ≥ ci+1. Cutoff points are
taken at equal interval lengths in decreasing order starting
in 1 and are used for all k clusters for efficiency purposes.
Having different cutoff points for each cluster or having them
separated at different intervals would introduce a significant
overhead to maintain G. Top outliers are inserted into a list
in descending order according by distance to their nearest
centroid; the outlier with smaller distance is deleted from
the list. Outliers are inserted when cluster membership is
determined. The cost to maintain this table is low. These
are important considerations to update the summary table
on-line. (1) It is expected that only a few dimensions will
appear in some rank since the data sets are sparse. (2)
Only high percentage ranks, closer to 1, are considered in-
teresting. (3) All the cutoff points are separated at equal
intervals. In this manner the rank for some dimension of
Cj is determined in time O(1) using Clj as an index value.
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Irregular intervals would make a linear search mandatory.
(4) The dimensions are sorted in lexicographical order by
dimension index l inside each rank. The insertion is done in
time almost O(1) because only a few dimensions appear in
the list and the data set D is assumed to be a sparse matrix.
When G becomes populated as transactions are scanned it
is likely some dimension of Cj is already inserted and this
can be determined in time O(log(|L|) doing a binary search.
This would not be the case if all the cutoffs points spanned
the [0, 1] interval because the d dimensions would have to be
ranked. (5) Outlier insertion is done in time almost O(1).
This is the case because most input points are not outliers
and it is assumed the desired number of outliers in the list
is small.

3.2 K-means variants for binary data streams
This section presents the variants of K-means for binary
data streams based on the improvements introduced above.
Empty clusters are re-seeded with the the furthest neighbors
of non-empty clusters as proposed in [6]. The re-seeding
points are extracted from the outlier list stored in the sum-
mary table. We believe incorporating all improvements in
all algorithms is more valuable than improving only one and
then claiming that one is the best. This allows a fair com-
parison.

The input is D = {T1, T2, . . . , Tn}, the binary data points
given as transactions, as defined in Section 2.1, and k, the
desired number of clusters. It is important to observe that
points are assumed to come as lists of integers as defined in
Section 2. The order of dimensions inside each transaction
is not important. The order of transactions is not impor-
tant as long as transactions do not come sorted by cluster.
The output is the clustering model given by the matrices
C, R, W , a partition of D into D1, D2, . . . , Dk, a summary
table G and a measure of cluster quality q(R, W ).
Let the nearest neighbor function be defined as

NN(ti) = J,

such that

δ(ti, CJ ) ≤ δ(ti, Cj).

Let ⊕ be sparse addition of vectors. Mathematically this ad-
dition is a normal vector addition, but for implementation
purposes only non-zero entries are added. Mj ⊕ ti has com-
plexity O(T ). In a similar manner we define a sparse division
of matrices �, and a sparse matrix subtraction 	 that only
update matrix entries that change after reading a new point
and assigning it to its nearest cluster. Empty clusters are
re-seeded as follows. If WJ = 0 then CJ ← to (outlier trans-
action), where to is a transaction s.t. δ(to, CJ ) ≥ δ(ti, Cj)
for j 6= J and ti ∈ Dj . This outlier to is taken from the top
outlier list in G.

The On-line K-means variant we use in this work is based
on the On-line EM algorithm [22]. The basic difference is
that distances are used to compute cluster memberships in-
stead of weighted probabilities with Gaussian distributions.
Initialization is based on a sample of k different points to
seed C. The weights Wj are initialized to 1/k to avoid early
re-seeding. A similar streamed version for continuous data
is outlined in [21].
We implemented our improvements on the simplified Scal-
able K-means version proposed in [10]. In this work authors

give convincing evidence that a simpler version of the origi-
nal Scalable K-means [6] produces higher quality results in
less time. The only critical parameter is the buffer size. Pri-
mary and secondary compression parameters as proposed in
[6] are not needed. This version performs primary compres-
sion discarding all buffer points each time. Initialization
is based on a sample of k different points to seed C. The
weights Wj are initialized to 1/k to avoid early re-seeding.

Incremental K-means

This is our proposed variant of K-means. This version is a
compromise between On-line K-means and the Standard K-
means doing one iteration. A fundamental difference with
both Standard K-means and Scalable K-means is that Incre-
mental K-means does not iterate until convergence. Another
important difference is that initialization, explained below,
is done using global statistics of D instead of using a sample
of k transactions. Doing only one iteration could be a limi-
tation with continuous (numeric) data, but it is reasonable
with binary data. A difference with On-line K-means is that
it does not update C and Wj every transaction, but every
n/L transactions (L times), and each time it touches the
entirety of C and W . The setting for L is important to get
a good solution. If L = 1 then Incremental K-means reduces
to Standard K-means stopped early after one iteration. On
the other hand, if L = n then Incremental K-means reduces
to On-line K-means. The setting we propose is L =

√
n.

This is a good setting for variety of reasons: (1) It is inde-
pendent from d and k. (2) A larger data set size n acceler-
ates convergence since as n→∞, L→∞. (3) The number
of points used to recompute centroids is the same as the
total number of times they are updated. Cluster centroids
are initialized with small changes to the global mean of the
data set. This mean-based initialization has the advantage
of not requiring a pass over the data set to get different seeds
for different runs because the global mean can be incremen-
tally maintained. In the pseudo-code r represents a random
number in [0, 1], µ is the global mean and σ = diag[

√

Rj ]
represents a vector of global standard deviations. As d→∞
cluster centroids Cj → µ. This is based on the fact that the
value of

∑n

i=1 δ(ti, x) is minimized when x = µ.

3.3 Suitability for binary data streams
Clustering data streams has become a popular research di-
rection [13]. All the variants introduced above read each
data point from disk just once. However, Scalable K-means
iterates in memory which can slow it down for an incoming
flow of transactions. Moreover, since it iterates until conver-
gence it is necessary to have a threshold on the number of
iterations to provide time guarantees. On-line K-means and
Incremental K-means can keep up with the incoming flow of
transactions since they do not iterate.

The proposed K-means variants have O(Tkn) complexity;
where T is the average transaction size; recall that T << d.
Re-seeding using outliers is done in time O(k). For sparse
binary data updating G takes time almost O(1). In the case
of Scalable K-means there is an additional complexity fac-
tor given by the the number of iterations until convergence.
Matrices M, C require O(dk) space and N, W require O(k).
Since R is derived from C that space is saved. For all ap-
proaches there is an additional requirement O(b) to hold b
transactions in a buffer. In the case of Scalable K-means
this size is explicitly used as a parameter to the clustering
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Input: {T1, T2, . . . , Tn} and k
Output: C, R, W and q(R, W )

FOR j = 1 TO k DO
Cj ← µ± σr/d
Nj ← 0
Mj ← 0̄
Wj ← 1/k

END
L =

√
n

FOR i = 1 TO n DO
j = NN(ti)
Mj ⊕ ti

Nj ← Nj + 1
IF (i mod (n/L)) = 0 THEN

Cj ←Mj/Nj

Rj ← Cj − Ct
jCj

Wj = Nj/i
FOR j = 1 TO k DO

IF Wj = 0 THEN
Cj ← to

END
END

END
END

Figure 2: The Incremental K-means algorithm

process. In any case the buffer space requirements are neg-
ligible compared to the clustering model space. In short,
space requirements are O(dk) and time complexity is O(kn)
for sparse binary vectors..

4. EXPERIMENTAL EVALUATION
This section contains extensive experimental evaluation with
real and synthetic data sets. All algorithms were bench-
marked on quality of results and performance. The main
criterion for quality was q(R, W ). Most running times were
measured in seconds. All experiments were done on a PC
running at 600MHz with 64MB of main memory and a 20
GB hard disk. All algorithms were implemented in the C++
language. The Scalable K-means variant we used was modi-
fied from the code available from the authors of [10]. For the
sake of completeness we also incorporated our performance
improvements into the Standard K-means to compare qual-
ity of solutions and performance.
In general the main parameter is only k. Standard K-means
and Scalable K-means had a tolerance threshold for q(R, W )
set to ε = 1.0e − 5. Scalable K-means buffer size was set
at 1% as recommended by the authors [6]. On-line and
Incremental K-means had no parameters to set other than
k. All algorithms updated the clustering summary table G
on-line showing the cost to maintain it is low.

We do not show comparisons with the same implementations
of Scalable K-means proposed in [6] and [10] because their
times on sparse binary data sets are an order of magnitude
higher; we believe this would not be interesting and time
comparisons would be meaningless.

4.1 Experiments with Real Data Sets
Table 2 shows the best results out of 10 runs for several
real data sets. The table shows the quantization error (av-
erage sum of squared distances) and elapsed time. Lower
numbers are better. When we refer to d it is the number
of binary dimensions, not to be confused with the original

dimensionality of some data sets that may be smaller. We
ran all algorithms a few times to find a good value for k.
Such k produced clusters that had C values close to 1 in a
few dimensions and mostly values close to 0 for the rest.
The patient data set had n = 655 and d = 19. This data
set contained information for patient being treated for heart
disease. We extracted categorical columns and each value
was mapped to a binary dimension. Patients were already
binned by their age in 10-year increments by medical doc-
tors. These were clusters with some dimension Clj ≥ 90%
One cluster had 18% of patients who were male, white and
aged between 50-59. Another cluster had 15% of patients
who were male, white and aged between 70-79; the interest-
ing aspect is that the cluster with males aged 60-69 only had
6% of patients. Another cluster had about 10% of black male
patients who were between 30-79 but 36% (most) of them
were between 40-49. Another cluster had 14% of patients
who were white females aged 70-79. Two outliers were two
male patients younger than 40. Since n is very small times
were a fraction of 1 second.

The store data set had a sample of n = 234, 000 transactions
from a chain of supermarkets with d = 12 binary attributes.
Each transaction had categorical attributes from its store.
The quantitative attributes were ignored. In this case bi-
nary dimensions were the values for each categorical variable
describing a predefined classification of stores according to
their profit performance (low, medium and high), the store
layout (convenience, market, supermarket) and store size
(small, medium, large, and very large). K-means was run
with k = 10. In this case small convenience stores had the
worst performance found in 5% of the data set. High per-
formance was concentrated mostly in market town stores
of small, medium and large size in 15% of transactions.
One cluster revealed that most (66%) medium convenience
stores but one third had high performance. A heavy cluster
with 22% transaction with medium performance happened
mostly in convenience and market town layouts, but of vary-
ing sizes. There were no interesting outliers in this case; they
only included transactions with missing information.
The bktdept data set came from another chain of grocery
stores. This data set sizes were n = 1M and d = 161. The
dimensions were the store departments indicating whether
the customer bought in that department or not. This data
set was challenging given its high dimensionality with most
transactions having 5 departments or less and also because
clusters had significant overlap. A small k did not produce
good results. We had to go up to k = 40 to find accept-
able solutions. The algorithms were able to identify some
significant clusters. One cluster with 1% of baskets involved
bread and pet products; a strange combination. Another
1% of baskets involved mostly biscuits and candy. 8% of
baskets had cream as the main product with no other sig-
nificant product bought together with it. Another interest-
ing finding is that 5% mainly bought newspaper, but always
with a variety of other products with milk being the most
frequent one. Another 10% bought mostly cigarettes, but
one fifth of them also bought milk. A couple of interest-
ing outliers with odd combinations included a basket with
more than 50 departments visited (too many compared to
most baskets) including toys, cooking aids, pet products and
food departments, and another basket with cigarettes, nuts
and medicine among others. It was surprising that Scalable
K-means was slower than Standard K-means.
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Data set k std online scal incr
KM KM KM KM

patient 8 0.0217 0.0247 0.0199 0.0181
n = 655, d = 19 0 0 0 0
store 10 0.0355 0.0448 0.0361 0.0389
n = 234k, d = 12 32 13 19 12
bktdept 40 0.0149 0.0168 0.0151 0.0151
n = 1M, d = 161 823 251 842 284
harddisk 5 0.0119 0.0279 0.0016 0.0016
n = 55k, d = 13 62 36 54 31
phone 13 0.0116 0.0174 0.0090 0.0095
n = 743k, d = 22 472 57 91 64

Table 2: Quality of results with real data sets

The harddisk data set contained data from a hard disk man-
ufacturer. Each record corresponded to one disk passing or
failing a series of tests coded in a categorical variable. The
sizes for this data set were n = 556, 390 and d = 13. Most of
the tests involved measurements where a zero would imply
fail and a value greater than zero passing (with a degree of
confidence). We mapped each measurement to one binary
dimension setting a positive number to 1. This data set
was hard to cluster because almost 100% of disks passed the
tests. All algorithms found clusters in which failing disks
were spread across all clusters. However, the best solution
indicated that most failing disks (about 1.3%) failed a spe-
cific test. In this case outliers were passing disks that passed
difficult two difficult tests and failed the common ones. An-
other outlier was a failing disk that failed the same tests as
the outlier passing disk.

The phone data set contained demographic data about cus-
tomers from a telephone company. We selected a few cate-
gorical dimensions that were already binary. This data set
was very easy to cluster because customers concentrated on
three well defined groups with the rest in small clusters. No
clusters seemed to indicate anything particularly interesting.
We omit further discussion.

4.2 Experiments with Transaction Data Sets
In this section we present experiments with transaction data
sets created with the IBM data generator [4; 5]. The de-
faults we used were as follows. The number of transactions
was n = 100k. The average transaction size T was 8,10 and
20. Pattern length (I) was one half of transaction length.
Dimensionality d was 100, 1000 and 10,000. The rest of
parameters were kept at their defaults (average rule con-
fidence=0.25, correlation=0.75). These data sets represent
very sparse matrices and very high dimensional data. We did
not expect to find any significant clusters, but we wanted to
try to the algorithms on them to see how they behaved. For
most clusters solutions summarized in Table 3 centroids were
below 0.5. According to our criterion they were bad. Clus-
tering transaction files was difficult. Increasing k improved
results by a small margin as can be seen. This fact indi-
cated that clusters had significant overlap with the default
data generation parameter settings. We further investigated
how to make the generator produce clusters and it turned
out that correlation and confidence were the most relevant
parameters. In that case the quantization error showed a
significant decrease for all algorithms. For these synthetic
data sets all algorithms found solutions of similar quality.
In general Scalable K-means found slightly better solutions.

Then Standard and Incremental K-means came in second
place. On-line K-means always found the worst solution.

Figure 3 shows performance graphs varying n, d and T with
defaults n = 100k, d = 1000, T = 10. The program was
run with k = 10. The left graph compares the four K-means
variants. The center graph shows performance for Incre-
mental K-means at two dimensionalities. The right graph
shows Incremental K-means performance varying the aver-
age transactions size T . In this case the story is quite dif-
ferent compared to the easier synthetic binary data sets.
Performance for Standard K-means and Scalable K-means
degrades more rapidly than their counterparts with increas-
ing n. All K-means variants are minimally affected by di-
mensionality when the average transaction size is kept fixed
showing the advantage of performing sparse distance com-
putation. All variants exhibit linear behavior.

4.3 Discussion
In general Incremental K-means and Scalable K-means found
the best solutions. In a few cases Scalable K-means found
slightly higher quality solutions than Incremental K-means,
but in most cases Incremental K-means was as good or bet-
ter than Scalable K-means. For two real data sets Scalable
K-means found slightly better solutions than Incremental
K-means. Performance-wise On-line K-means and Incre-
mental K-means were the fastest. It was surprising that
in a few cases Incremental K-means was faster than On-line
K-means. It turned out that continuously computing aver-
ages for every transaction does cause overhead. Standard
K-means was always the slowest. On its favor we can say
that it found the best solution in a couple of cases with the
real data sets. This suggests some clustering problems are
hard enough to require several scans over the data set to find
a good solution. In general there was not sensitivity to ini-
tialization, like when clustering numeric data, but more so-
phisticated initialization techniques may be employed. Such
improvements can be added to this proposal.

5. RELATED WORK
Research on scaling K-means to cluster large data sets in-
cludes [6] and [10], where Scalable K-means is proposed and
improved. An alternative way to re-seed clusters for K-
means is proposed in [11]. We would like to compare that
approach to the one used in this article. The problem of
clustering data streams is proposed in [13]. There has been
some work in that direction. Randomized clustering algo-
rithms to find high-quality solutions on streaming data are
proposed in [21].
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Data set d k std online scal incr
KM KM KM KM

T8I4D100k 1000 10 0.00758 0.00760 0.00746 0.00746
T8I4D100k 1000 20 0.00719 0.00727 0.00710 0.00720
T10I5D100k 100 10 0.07404 0.07545 0.07444 0.07456
T10I5D100k 100 20 0.07042 0.07220 0.07100 0.07151
T20I10D100k 10000 10 0.00194 0.00195 0.00192 0.00192
T20I10D100k 10000 20 0.00186 0.00191 0.00184 0.00184

Table 3: Quality of results with transaction data sets
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Figure 3: Performance varying n, k and T with high d

There is work on clustering categorical data sets from a Data
Mining perspective. The K-modes algorithm is proposed in
[18]; this algorithm is a variant of K-means, but using only
frequency counting on 1/1 matches. Another algorithm is
ROCK that groups points according to their common neigh-
bors (links) in a hierarchical manner [15]. CACTUS is a
graph-based algorithm that clusters categorical values us-
ing point summaries. These approaches are different from
ours since they are not distance-based and have different
optimization objectives. Also, ROCK is a hierarchical algo-
rithm. One interesting aspect discussed in [15] is the error
propagation when using a distance-based algorithm to clus-
ter binary data in a hierarchical manner. But fortunately
K-means is not hierarchical. An advantage of the K-means
variants introduced above over purely categorical clustering
algorithms, like K-modes, CACTUS and ROCK, is that they
can be extended to cluster points with both numeric (con-
tinuous) and categorical dimensions (with categorical values
mapped to binary). This problem is known as clustering
mixed data types [9; 8]. There is some criticism on using
distance similarity metrics for binary data [9], but our point
is that a careful summarization and interpretation of results
can make the approach useful. A fundamental difference
with associations [4] is that associations describe frequent
patterns found in the data matched only on 1/1 occurrences.
Another difference is that associations do not summarize the
transactions that support the discovered pattern.

6. CONCLUSIONS
This article proposed several improvements for K-means to
cluster binary data streams. Sufficient statistics are sim-
pler for binary data. Distance computation is optimized
for sparse binary vectors. A summary table with best clus-
ter dimensions and outliers is maintained on-line. The pro-
posed improvements are fairly easy to incorporate. All vari-
ants were compared with real and synthetic data sets. The

proposed Incremental K-means variant is faster than the
already quite fast Scalable K-means and finds solution of
comparable quality. In general these two algorithms find
higher quality than On-line K-means.

Future work includes the following. Mining associations
from clusters is an interesting problem. We plan to ap-
proximate association support from clusters avoiding scan-
ning transactions. We want to introduce further processing
using set-oriented metrics like the Jaccard coefficient or as-
sociation support. Some of our improvements apply to con-
tinuous data but that is a harder problem for a variety of
reasons. We believe a further acceleration of Incremental K-
means is not possible unless approximation, randomization
or sampling are used.
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ABSTRACT
SQL-based data mining algorithms are rarely used in prac-
tice today. Most performance experiments have shown that
SQL-based approaches are inferior to main-memory algo-
rithms. Nevertheless, database vendors try to integrate anal-
ysis functionalities to some extent into their query execution
and optimization components in order to narrow the gap be-
tween data and processing. Such a database support is par-
ticularly important when data mining applications need to
analyze very large datasets or when they need access current
data, not a possibly outdated copy of it.

We investigate approaches based on SQL for the problem of
finding frequent itemsets in a transaction table, including an
algorithm that we recently proposed, called Quiver, which
employs universal and existential quantifications. This ap-
proach employs a table schema for itemsets that is similar
to the commonly used vertical layout for transactions: each
item of an itemset is stored in a separate row. We argue
that expressing the frequent itemset discovery problem us-
ing quantifications offers interesting opportunities to process
such queries using set containment join or set containment
division operators, which are not yet available in commer-
cial database systems. Initial performance experiments re-
veal that Quiver cannot be processed efficiently by commer-
cial DBMS. However, our experiments with query execution
plans that use operators realizing set containment tests sug-
gest that an efficient processing of Quiver is possible.

Keywords
association rule discovery, relational division, set contain-
ment join

1. INTRODUCTION
The frequent itemset discovery algorithms used in today’s
data mining applications typically employ sophisticated in-
memory data structures, where the data is stored into and
retrieved from flat files. This situation is driven by the
need for high-performance ad-hoc data mining in the ar-
eas of health-care or e-commerce, see for example [12] for
an overview. However, ad-hoc mining often comes at a high
cost because huge investments into powerful hardware and
sophisticated software are required.

1.1 Why Data Mining with SQL?
From a performance perspective, data mining algorithms
that are implemented with the help of SQL are usually con-
sidered inferior to algorithms that process data outside the
database system [21]. One of the most important reasons is
that offline algorithms employ sophisticated in-memory data
structures and try to scan the data as few times as possi-
ble while SQL-based algorithms either require several scans
over the data or require many and complex joins between
the input tables. However, DBMS already provide tech-
niques to deal with huge datasets. These techniques need to
be re-implemented in part if offline algorithms are used to
analyze data that is so large that the in-memory data struc-
tures grow beyond the size of the computer’s main-memory.

One can classify data mining model generation algorithms
along the following list of features:

• On-line vs. off-line mining: While the algorithm is
running, the user may change parameters and retrieve
intermediate or approximate results as early as possi-
ble.

• In-place vs. out-of-place mining: The algorithm re-
trieves original data from the database itself or it op-
erates on a copy of the original data, perhaps with a
data layout that is optimal for the algorithm.

• Database-coupled vs. database-decoupled mining: The
algorithm uses the DBMS merely as a file system, i.e.,
it stores and loads data using trivial queries or it ex-
ploits the query processor capabilities of the DBMS for
nontrivial mining queries.

Obviously, some algorithms lie somewhere in-between these
categories. For example, there are implementations of the
frequent itemset discovery method that allow a user interac-
tion only to some extent: a user can increase the minimum
support threshold but maybe not decrease it because this
would require revisiting some previously seen transactions.
Hence, such an implementation realizes on-line mining only
up to a certain degree.

We believe that there are datasets of high potential value
that are so large that the only way to analyze them in their
entirety (without sampling) is to employ algorithms that ex-
ploit the scalable query processing capability of a database
system, i.e., these datasets require in-place, database-coupled
mining, however, at the potential cost of allowing only off-
line mining. On-line mining can be achieved if the query
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execution plans are based on non-blocking operators along
the “critical paths” of the data streams from the input ta-
bles to the root operator of the plan. A framework for such
operators supporting queries within the knowledge discovery
process has been investigated for example in [5].

1.2 The Problem of Frequent Itemset Discov-
ery

We briefly introduce the widely established terminology for
frequent itemset discovery. An item is an object of analytic
interest, like a product of a shop or a URL of a document
on a web site. An itemset is a set of items and a k-itemset

contains k items. A transaction is an itemset representing
a fact, like a basket of distinct products purchased together
or a collection of documents requested by a user during a
web site visit.

Given a set of transactions, the frequent itemset discovery

problem is to find itemsets within the transactions that ap-
pear at least as frequently as a given threshold, called mini-

mum support. For example, a user can define that an itemset
is frequent if it appears in at least 2% of all transactions.

Almost all frequent itemset discovery algorithms consist of
a sequence of steps that proceed in a bottom-up manner.
The result of the kth step is the set of frequent k-itemsets,
denoted as Fk. The first step computes the set of frequent
items or 1-itemsets F1. Each of the following step consists
of two phases:

1. The candidate generation phase computes a set of po-
tential frequent k-itemsets from Fk−1. The new set
is called Ck, the set of candidate k-itemsets. It is a
superset of Fk.

2. The support counting phase filters out those itemsets
from Ck that appear more frequently in the given set
of transactions than the minimum support and stores
them in Fk.

All known SQL-based algorithms follow this “classical” two-
phase approach. There are other, non-SQL-based approaches
such as frequent-pattern growth [7], which do not require a
candidate generation phase. However, the frequent-pattern
growth algorithm employs a (relatively complex) main-memory
data structure called frequent-pattern tree, which disquali-
fies it for a straightforward comparison with SQL-based al-
gorithms.

1.3 Set Containment Tests
The set containment join (SCJ) 1⊆ is a join between two
relations R and S on set-valued attributes R.a and S.b, the
join condition being that a ⊆ b. It is considered an impor-
tant operator for queries involving set-valued attributes [8;
9; 11; 15; 14; 17; 18; 25]. For example, set containment
test operations have been used for optimizing a workload of
continuous queries, in particular for checking if one query
is a subquery of another [4]. Another application area is
content-based retrieval in document databases, when one
tries to find a collection of documents containing a set of
keywords.

Frequent itemset discovery, one of the most important data
mining operations, is an excellent example of a problem that
can be expressed using set containment joins: Given a set of
transactions T and a single (candidate) itemset i, how many
transactions t ∈ T fulfill the condition i ⊆ t? If this number

transaction items

1001 {A, D}
1002 {A, B, C, D}
1003 {A, C, D}

(a) Transaction

itemset items

101 {A, B, D}
102 {A, C}

(b) Itemset

itemset items transaction items

101 {A, B, D} 1002 {A, B, C, D}
102 {A, C} 1002 {A, B, C, D}
102 {A, C} 1003 {A, C, D}

(c) Contains

Figure 1: An example set containment join:
Itemset 1items⊆items Transaction = Contains

transaction item

1001 A

1001 D

1002 A

1002 B

1002 C

1002 D

1003 A

1003 C

1003 D

(a) Transaction (sin-
gle dividend)

itemset item

101 A

101 B

101 D

102 A

102 C

(b) Itemset (sev-
eral divisors)

transaction itemset

1002 101

1002 102

1003 102

(c) Contains (several
quotients)

Figure 2: An example set containment division:
Transaction÷{item}⊇{item} Itemset = Contains

is beyond the minimum support threshold the itemset is
considered frequent. In general, we would like to test a whole
set of itemsets I for containment in T : Find the number of

tuples in I 1⊆ T for each distinct transaction in T .

The set containment join takes unnormalized relations as
input, i.e., the relations are not in the first normal form
(1NF), which would require that the attributes have only
atomic values. We have recently introduced the set contain-

ment division (SCD) operator ÷⊇, which is equivalent to
SCJ but the relations are in 1NF [20]. It is a generalization
of the well-known relational division operator. Given two
relations R(A∪B) and S(C ∪D), where A = {a1, . . . , am},
B = {b1, . . . , bn}, C = {c1, . . . , cn}, and D = {d1, . . . , dp}
are sets of attributes and the attribute domains of bi are
compatible with ci for all 1 ≤ i ≤ n. The sets A, B, and
C have to be nonempty, while D may be empty. The set
containment division is defined by the algebra expression

R÷B⊇C S =
⋃

x∈πD(S)

((R÷ πC (σD=x (S)))× (x))

= T (A ∪D) .

Note that the superset symbol (⊇) is used to contrast SCD
from the traditional division operator and to show its simi-
larity to the SCJ operator, which has a subset relation (⊆).
It does not mean that SCD compares set-valued attributes,
unlike SCJ.
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If D = ∅, i.e., if S consists of a single group or “set” of ele-
ments, then the set containment division becomes the nor-
mal division operator:

R÷B⊇C S = R÷ S = T (A) ,

where R is called dividend, S divisor, and T quotient.

To compare the two operators SCJ and SCD, Figures 1 and
2 sketch a simple example that uses equivalent input data
for the operators. SCJ is based on unnormalized data while
SCD requires input relations in 1NF. Each tuple of the result
relation Contains delivers the information on which itemset
is contained in which transaction.

In this paper, we argue that if SQL would allow expressing
SCJ and SCD problems in an intuitive manner and if several
algorithms implementing these operators were available in a
DBMS, this would greatly facilitate the processing of queries
for frequent itemset discovery.

1.4 Paper Overview
The remainder of this paper is organized as follows. In Sec-
tion 2, we discuss frequent itemset algorithms that employ
SQL queries. Query execution plans that realize the queries
are discussed in Section 3. Section 4 explains algorithms for
the SCJ and SCD operators and their implementation based
on an open source Java class library for building query pro-
cessors. Several experiments that assess the performance of
the algorithms based on both synthetic and real-life datasets
are presented in Section 5. We conclude the paper in Sec-
tion 6 and give a brief outlook on future work.

2. FREQUENT ITEMSET DISCOVERY
WITH SQL

Algorithms for deriving association rules with SQL have
been studied in great detail in the past. Frequent itemset
discovery, a preprocessing phase of association rule discov-
ery, is more time-consuming than the subsequent rule gen-
eration phase [2]. Therefore, all association rule discovery
algorithms described in the literature strive to optimize the
frequent itemset generation phase.

2.1 Related Work
The SETM algorithm is the first SQL-based approach [10]
described in the literature. Subsequent work suggested im-
provements of SETM. For example, in [24] views are used in-
stead of some of the tables employed in SETM. The authors
also suggest a reformulation of SETM using subqueries. The
performance of SETM on a parallel DBMS has been stud-
ied [16]. The results have shown that SETM does not per-
form well on large datasets and new approaches have been
devised, like for example K-Way-Join, Three-Way-Join, Sub-

query, and Two-Group-Bys [22]. These new algorithms dif-
fer only in the statements used for support counting. They
use the same statement for generating Ck, as shown in Fig-
ure 3 for the example value k = 4. The statement creates a
new candidate k-itemset by exploiting the fact that all of its
k subsets of size k−1 have to be frequent. This condition is
called Apriori property because it was originally introduced
in the Apriori algorithm [2; 13]. Two frequent subsets are
picked to construct a new candidate. These itemsets must
have the same items from position 1 to k − 1. The new
candidate is further constructed by adding the kth items of
both itemsets in a lexicographically ascending order. In ad-

INSERT
INTO C4 (itemset, item1, item2, item3, item4)
SELECT newid(), item1, item2, item3, item4
FROM (

SELECT a1.item1, a1.item2, a1.item3, a2.item3
FROM F3 AS a1, F3 AS a2, F3 AS a3, F3 AS a4
WHERE a1.item1 = a2.item1 AND

a1.item2 = a2.item2 AND
a1.item3 < a2.item3 AND
-- Apriori property.
-- Skip item1.
a3.item1 = a1.item2 AND
a3.item2 = a1.item3 AND
a3.item3 = a2.item3 AND
-- Skip item2.
a4.item1 = a1.item1 AND
a4.item2 = a1.item3 AND
a4.item3 = a2.item3) AS temporary;

Figure 3: Candidate generation phase in SQL-92 for k = 4.
Such a statement is used by all known algorithms that have
a horizontal table layout.

dition, the statement checks if the k − 2 remaining subsets
of the new candidates are frequent as well, expressed by the
two “skip item” predicates in Figure 3.

Another well-known approach presented in [22] called K-

Way-Join uses k instances of the transaction table and joins
it k times with itself and with a single instance of Ck. The
support counting phase of K-Way-Join is illustrated in Fig-
ure 4(a), where we contrast it to an equivalent approach
using a vertical table layout in Figure 4(b) that is similar to
our Quiver approach, discussed below.

The algorithms presented in [22] perform differently for dif-
ferent data characteristics. The authors report that Sub-
query is the best algorithm overall compared to the other
approaches based on SQL-92. The reason is that it exploits
common prefixes between candidate k-itemsets when count-
ing the support.

More recently, an approach called Set-oriented Apriori has
been proposed [23]. The authors argue that too much re-
dundant computation is involved in each support counting
phase. They claim that it is beneficial to save the infor-
mation about which item combinations are contained in
which transaction, i.e., Set-oriented Apriori generates an
additional table Tk(transaction, item1, . . . , itemk) in the kth
step of the algorithm. The algorithm derives the frequent
itemsets by grouping on the k items of Tk and it generates
Tk+1 using Tk. Their performance results have shown that
Set-oriented Apriori performs better than Subquery, espe-
cially for high values of k.

2.2 The Quiver Algorithm
We have recently introduced a new SQL-based algorithm for
deriving frequent itemsets called Quiver (QUantified Item-

set discoVERy) [19]. The basic idea of the algorithm is to
use a vertical layout for representing itemsets in a relation
in the same way as transactions are represented, i.e., the
relations storing candidate and frequent itemsets have the
same schema (itemset, pos, item), similar to the schema for
transactions T(transaction, item). Table 1 (taken from [19])
illustrates the difference between the horizontal and the ver-
tical layout for transactions and itemsets.

Quiver’s SQL statements employ universal quantification in
both the candidate generation and the support counting
phase. Quiver constructs a candidate (k + 1)-itemset i from
two frequent k-itemsets f1.itemset and f2.itemset by check-
ing if for all item values of f1 at position 1 ≤ f1.pos =
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INSERT
INTO S4 (itemset, support)
SELECT c1.itemset, COUNT(*)
FROM C4 AS c1,

T AS t1, T AS t2, T AS t3, T AS t4
WHERE c1.item1 = t1.item AND

c1.item2 = t2.item AND
c1.item3 = t3.item AND
c1.item4 = t4.item AND
t1.transaction = t2.transaction AND
t1.transaction = t3.transaction AND
t1.transaction = t4.transaction

GROUP BY c.itemset
HAVING COUNT(*) >= @minimum_support;

INSERT
INTO F4 (itemset, item1, item2, item3, item4)
SELECT c1.itemset, c1.item1, c1.item2, c1.item3, c1.item4
FROM C4 AS c1, S4 AS s1
WHERE c1.itemset = s1.itemset;

(a) Original, horizontal version of K-Way-Join

INSERT
INTO S4 (itemset, support)
SELECT c1.itemset, COUNT(*)
FROM C4 AS c1, C4 AS c2, C4 AS c3, C4 AS c4,

T AS t1, T AS t2, T AS t3, T AS t4
WHERE c1.itemset = c2.itemset AND

c1.itemset = c3.itemset AND
c1.itemset = c4.itemset AND
t1.transaction = t2.transaction AND
t1.transaction = t3.transaction AND
t1.transaction = t4.transaction AND
c1.item = t1.item AND
c2.item = t2.item AND
c3.item = t3.item AND
c4.item = t4.item AND
c1.pos = 1 AND
c2.pos = 2 AND
c3.pos = 3 AND
c3.pos = 4

GROUP BY c1.itemset
HAVING COUNT(*) >= @minimum_support;

INSERT
INTO F4 (itemset, pos, item)
SELECT c1.itemset, c1.pos, c1.item
FROM C4 AS c1, S4 AS s1
WHERE c1.itemset = s1.itemset;

(b) Vertical version of K-Way-Join

Figure 4: Support counting phase of K-Way-Join for k = 4

f2.pos = i.pos ≤ k − 1 the condition f1.item = f2.item =
i.item holds. This is the prefix construction used in the
Apriori algorithm mentioned in Section 2.1. Similar predi-
cates are added to the WHERE clause of the SQL query to
realize the Apriori property, i.e., the “skip item” predicates
mentioned in the SQL query used for retrieving horizontal
candidates in Figure 3. The SQL statement used for this
phase is quite lengthy, therefore we do not present it in this
paper. It is shown in [19] together with an equivalent query
in tuple relational calculus to emphasize the use of universal
quantification (the universal quantifier “∀”).
The frequent itemset counting phase of Quiver uses uni-
versal quantification as well. It is used to express the set
containment test: For each candidate itemset i, find the
number of transactions where for each transaction t there is
a value t.item = i.item for all values of i.pos. Note that this
condition holds for itemsets of arbitrary size k. No further
restriction involving the parameter k is necessary. Hence,
the same SQL statement, depicted in Figure 5(a), can be
used for any iteration of the frequent itemset discovery al-
gorithm. The nested NOT EXISTS predicate realizes the
universal quantifier.

Unfortunately, there is no universal quantifier defined in the
SQL standard, not even in the upcoming standard SQL:2003.
It is difficult for an optimizer to recognize that the query

Layout Transactions Itemsets

horizontal
(single-
row/
multi-

column)

transaction item1 item2 item3

1001 A C NULL

1002 A B C

itemset item1 item2

101 A B

102 A C

vertical
(multi-
row/

single-
column)

transaction item

1001 A

1001 C

1002 A

1002 B

1002 C

itemset pos item

101 1 A

101 2 B

102 1 A

102 2 C

Table 1: Table layout alternatives for storing the items of
transactions and itemsets

for support counting in Figure 5(a) is actually a division
problem. Therefore, we suggest a set containment division
operator in SQL, whose syntax is illustrated in Figure 5(b).
Its semantics is equivalent to that of Figure 5(a).

Note that we cannot simply write

T AS t1 SET_CONTAINMENT_DIVIDE BY C AS c1

because the layout of the divisor table C(itemset, pos, item)
has the attribute pos, the lexicographical position of an item
within an itemset, that is needed when candidates are cre-
ated and that would incorrectly lead to grouping the divisor
table on the attributes (itemset, pos) instead of (itemset).
Hence, we omit this attribute in the SELECT clause of the
subquery.

3. QUERY EXECUTION STRATEGIES
In this section, we show query execution plans (QEPs) pro-
duced by a commercial DBMS for some example SQL state-
ments of the SQL-based frequent itemset discovery algo-
rithms K-Way-Join and Quiver. In addition, we show how
to realize the Quiver query for frequent itemset counting
using a SCDs operator.

We compare Quiver to K-Way-Join because of their struc-
tural similarity. Remember that Quiver uses a vertical table
layout for both itemsets and transactions while K-Way-Join
uses a horizontal table layout for itemsets and a vertical lay-
out for transactions. We are aware of the fact that K-Way-
Join is not the best algorithm based on SQL-92 overall, even
if our preliminary tests with a synthetic dataset has shown
the opposite (see Section 5). However, we decided to derive
first results by comparing these two approaches. Further
performance experiments with other approaches will follow.

In Figures 6(a) and (b), we sketch the query execution plans
that we derived during performance experiments with Mi-
crosoft SQL Server 2000 for several SQL algorithms dis-
cussed in Section 2.1. The plans (a) and (b) illustrate the
execution strategies chosen by the optimizer for a given
transaction table T and a candidate table C4 for the queries
shown in Figures 4(a) and 5(a). The operators in use are
sort, row count, retrieval of the first row only (Top1), re-
name (ρ), group (γ), join (1), left anti-semi-join (n), index
scan (IScan), and index lookup (ISeek).

The QEP (a) for the K-Way-Join query uses four hash-joins
to realize the Apriori trick. It joins the candidate table C4

four times with the transaction table.

The QEP (b) for the Quiver query using quantifications em-
ploys anti-semi-joins. Left anti-semi-join returns all rows of
the left input that have no matching row in the right input.
The top left anti-semi-join operator test for each combina-
tion of values (c1.itemset, c1.transaction) on the left if at
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INSERT
INTO S (itemset, support)
SELECT itemset, COUNT(DISTINCT transaction) AS support
FROM (

SELECT c1.itemset, t1.transaction
FROM C AS c1, T AS t1
WHERE NOT EXISTS (

SELECT *
FROM C AS c2
WHERE NOT EXISTS (

SELECT *
FROM T AS t2
WHERE NOT (c1.itemset = c2.itemset) OR

(t2.transaction = t1.transaction AND
t2.item = c2.item)))

) AS Contains
GROUP BY itemset
HAVING support >= @minimum_support;

INSERT
INTO F (itemset, pos, item)
SELECT c1.itemset, c1.pos, c1.item
FROM C AS c1, S AS s1
WHERE c1.itemset = s1.itemset;

(a) Quiver using quantifications

INSERT
INTO S (itemset, support)
SELECT c1.itemset, COUNT(*)
FROM T AS t1 SET_CONTAINMENT_DIVIDE BY (

SELECT itemset, item
FROM C

) AS c1
ON (t1.item = c1.item)

GROUP BY c1.itemset
HAVING COUNT(*) >= @minimum_support;

INSERT
INTO F (itemset, pos, item)
SELECT c1.itemset, c1.pos, c1.item
FROM C AS c1, S AS s1
WHERE c1.itemset = s1.itemset;

(b) Quiver using a set containment division operation, speci-
fied by hypothetical SQL keywords

Figure 5: Support counting phase of Quiver for any value
of k. We write C (F ) instead of Ck (Fk) for the candidate
(frequent) itemset table because of the independence of the
parameter k.

least one row can be retrieved from the right input. If no,
then the combination qualifies for the subsequent grouping
and counting, otherwise the left row is skipped. A similar
processing is done for the left anti-semi-join with the outer
reference c2.item. An interesting point to note is that the
index scan (not the seek) of t2 on item, transaction is un-
correlated. Every access to this table is used to check if the
transaction table is empty or not. For our problem of fre-
quent itemset discovery this table is non-empty by default.

In addition to the QEPs that have been derived for real
SQL queries using a commercial DBMS, we illustrate a hy-
pothetical QEP for the version of the Quiver algorithm that
employs a set containment division operator in Figure 6(c).
The corresponding query using hypothetical SQL keywords
is specified in Figure 5(b).

4. ALGORITHMS FOR SCD AND SCJ
The term “hash” specified for the set containment division
operator in the QEP in Figure 6(c) was used to illustrate
that there may be several implementations (physical oper-
ators) in a DBMS realizing SCD, in this example based on
the hash-division algorithm [6]. Since SCD is based on the
division operator, as shown by the definition in Section 1.3,
many implementations of division come into consideration
for realizing SCD depending on the current data characteris-

TT

hash�
t4.transaction = t1.transaction AND
c4.item1 = t1.item

c4.itemset COUNT(*)

hash�

hash�
t3.transaction = t4.transaction AND
t3.item = c4.item3

hash�
c4.item4 = t4.item AND
c4.item2 = t2.item

hash�
t2.transaction = t4.transaction

�
t1

�
t3

C4

�
c4

T

�
t2

T

�
t4

IScanitem, transaction

IScantransaction

IScanitem, transactionIScanitem, transaction

IScan
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itemset,
item1, item2,
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(a) Original, horizontal version of K-Way-
Join with hash-joins

T
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NL�
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�
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�
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NLOuter References:
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RowCount

NLOuter References:
c2.item

NL

c1.itemset ≠ c2.itemset

C4

�
c2

RowCount

Top 1

T

�
t2

RowCount

Top 1

T

�
t2

IScanitem, transaction IScanitemset

IScanitem, transaction

ISeek t2.item = c2.item AND
t2.transaction = t1.transaction

ordered, forward
item, transaction

c1.itemset, t1.transaction
stream�

IScanitemset

(b) Quiver with nested-loops left anti-semi-joins

T

c1.itemset COUNT(*)

hash�

�
t1

C4

�
c1

t1.item⊇c1.item

hash÷

c1.itemset,
c1.item

�

(c) Quiver with
hash-based SCD

Figure 6: Example query execution plans computing F4,
generated for the SQL queries in Figures 4(a), 5(a), and
5(b)

tics, e.g., the data may be grouped or even sorted on certain
attributes, as discussed in [20].

The SCD operator that we used for the performance tests
is based on the hash-division algorithm [6]. Hash-division
uses two hash tables. The divisor hash table stores all rows
of the divisor table (i.e., all rows of a single divisor group
for SCD) and assigns to each row an integer number that is
equal to k−1 for the kth row. The quotient hash table stores
all distinct values of the dividend’s quotient attributes (i.e.,

DMKD03: 8th ACM SIGMOD Workshop on Research Issues in Data Mining and Knowledge Discovery, 2003 page 24



attribute set A in Section 1.3). These values are a super-
set of the final quotients, i.e., they are quotient candidates.
For each quotient candidate value, a bitmap is kept, whose
length is the number of divisor rows. For each divisor, the
dividend table is scanned once. For each dividend row, the
algorithm looks up the value i in the divisor hash table as an
index for the the quotient bitmap. Then, the quotient can-
didate is looked up in the quotient hash table. If it is found,
the bit at position i is set to true, otherwise a new quotient
candidate and bitmap is inserted with all bits set to false.
After the scan, the quotient candidates in the quotient hash
table are returned whose bits are all true.

We have realized the QEPs shown in Figure 6 using the
open source Java class library XXL (eXtensible and fleXi-

ble Library for data processing) for building query proces-
sors [3]. Some example classes are BTree, Buffer, Hash-

Grouper, Join, and Predicate. Interestingly, they provide a
class called SortBasedDivision that implements the merge-
division algorithm. However, several necessary operators for
our purposes like nested-loops anti-semi-join and hash-join
had to be built from scratch.

Several algorithms for SCJs have been proposed, as men-
tioned in Section 1.3. It may seem curious that we only
show a QEP and experiments using Quiver realized with
our home-made SCD instead of the better-known SCJ oper-
ator. In fact, we have realized an implementation of SCJ us-
ing the Adaptive Pick-and-Sweep Join algorithm [15], which
is claimed to be the most efficient SCJ algorithm to date
and made initial performance tests, presented in Section 5.2.
However, we cannot yet report on a thorough comparison of
different implementations for SCD and SCJ as it is part of
our ongoing work. Note that an interesting recent publica-
tion [11] on SCJs did not investigate this algorithm.

5. EXPERIMENTS

5.1 Commercial DBMS
In Figure 7, we highlight some results of experiments on
a commercial database system to assess the query execu-
tion plans and performance of the SQL-based algorithms K-
Way-Join, Subquery, Set-oriented Apriori, and Quiver using
quantifications. We used Microsoft SQL Server 2000 Stan-
dard Edition on a 4-CPU Intel Pentium-III Xeon PC with
900 MHz, 4 GB main memory, and Microsoft Windows 2000
Server. Due to lack of space, we cannot give the details on
the indexes provided on the tables and what primary keys
were chosen. However, it was surprising that K-Way-Join
performed best for this (admittedly small) dataset, unlike
reports in related work mentioned in Section 2.1. We pro-
vide more information on this comparison in [19].

5.2 XXL Query Execution Plans
In addition to the experiments on a commercial DBMS, we
have executed the manual implementation of the QEPs with
Java and XXL using one synthetic and one real-life dataset
as the transactions table. Table 2 summarizes the character-
istics of the datasets. The synthetic data has been produced
using the SDSU Java Library, based on the well-known IBM
data generation tool mentioned in [2]. The real-life transac-
tion dataset called BMS-WebView-2 by Blue Martini Soft-
ware [26] contain several months of click-stream data of an
e-commerce web site.
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Figure 7: Experiments with SQL-based algorithms on a
commercial DBMS for the synthetic dataset T5.I5.D10k
with minimum support of 1% (100 transactions)

Type of Distinct Trans- Trans. size
data

Dataset
items

Rows
actions avg. max.

synthetic T5.I5.D5k 86 30,268 5,000 6.05 18

real-life BMS-WebView-2 3,340 358,278 77,512 4.62 161

Table 2: Overview of transaction datasets

5.2.1 Set Containment Division
The plans were executed on a dual-CPU Intel Pentium-
III PC with 600 MHz, 256 MB main memory, Microsoft
Windows 2000 Personal Edition, and JRE 1.4.1. The data
resided on a single local hard disk.

We used subsets of the transaction datasets and subsets of
the candidate 4-itemsets to derive frequent 4-itemsets for
certain minimum support values. The synthetic (real-life)
data candidates were generated for a minimum support of
1% (0.04%). Figure 8 shows some results of our experiments.
One can observe that the execution plan using SCD per-
formed best for small numbers of candidate sets. Of course,
this result is disappointing but it is simply the result of our
straightforward implementation of set containment division.
Our implementation follows strictly the logical operator’s
definition, which is a union of several divisions: each di-
vision takes the entire transaction table as dividend and a
single itemset group as divisor. We plan to develop more
efficient implementations of the operator in the future.

The plan chosen by the commercial DBMS based on anti-
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Figure 9: Experiments with set containment division for two
types of data sets

semi-join was always a bad solution for the given data sets.
K-Way-Join outperforms the other approaches for larger
numbers of candidates.

5.2.2 Set Containment Join
In addition to the experiments comparing different query
execution strategies, we have made initial performance tests
using a set containment join operator instead of a set con-
tainment division, illustrated in Figure 9. We used the adap-
tive pick-and-sweep join algorithm. The query execution
plan that we implemented using XXL is the same as in Fig-
ure 6(c), but a SCJ operator instead of the hash-based SCD.
In the nested layout, the sets of items were represented by
a Java vector of XXL tuples having a single item attribute.
The test platform was a single-CPU Intel Pentium-4 PC
with 1.9 GHz, 512 MB main memory, Microsoft Windows
XP Professional SP 1, and JRE 1.4.1. The data resided on
a single local hard disk. The experiments are based on the
synthetic data set T5.I5.D10k and a subset of size 10,000
transactions of the real-life data set BMS-WebView-2. The
candidate itemsets are similar to those used for the exper-
iments before. For these small data sets, the operator pro-
cessed the data with a linear performance for a growing num-
ber of candidate 4-itemsets.

6. CONCLUSIONS AND FUTURE WORK
We have shown that frequent itemset discovery is a promi-
nent example for queries involving set containment tests.
These tests can be realized by efficient algorithms for set
containment join when the input data have set-valued at-
tributes or by set containment division when the data are
in 1NF. A DBMS has more options to solve the frequent
itemset discovery problem optimally if it could choose to
employ such operators inside the execution plans for some
given data characteristics. No commercial DBMS offers an
implementation of these operators to date. We believe that
such a support would make data mining with SQL more
attractive.

We currently realize query execution plans using algorithms
for set containment joins and we compare them to plans in-
volving set containment division. In future work, we will
investigate also algorithms based on index structures sup-
porting efficient containment tests, in particular the algo-
rithms discussed in [8] and [11]. Furthermore, we will con-
tinue to study query processing techniques for switching be-
tween a vertical and a horizontal layout transparently (with-
out changing the SQL statements) for data mining problems.

Note that the investigation of the trade-offs of a horizontal
and vertical data representation is not new. For example,
the benefit of employing a vertical layout for querying e-
commerce data has been observed in [1]. The techniques
described there are generally applicable and we will study
them in the context of the frequent itemset discovery prob-
lem.
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ABSTRACT 
Online Analytical Processing (OLAP) is an important application 
of data warehouses. With more and more spatial data being 
collected, such as remotely sensed images, geographical 
information, digital sky survey data, efficient OLAP for spatial 
data is in great demand. In this paper, we build up a new data 
warehouse structure – PD-cube. With PD-cube, OLAP operations 
and queries can be efficiently implemented. All these are 
accomplished based on the fast logical operations of Peano Trees 
(P-Trees∗). One of the P-tree variations, Predicate P-tree, is used 
to efficiently reduce data accesses by filtering out “bit holes”  
consisting of consecutive 0’s. Experiments show that OLAP 
operations can be executed much faster than with traditional 
OLAP methods. 

Keywords  
Online analytical processing (OLAP), spatial data, P-Trees, PD-
cube. 
 

1. INTRODUCTION 
Data warehouses (DWs) are collections of historical, summarized, 
non-volatile data, accumulated from transactional databases. They 
are optimized for Online Analytical Processing (OLAP) and have 
proven to be valuable for decision-making [9]. With more and 
more spatial data being collected, such as remote sensed images, 
geographical information, and digital sky survey data, it is 
important to study on-line analytical processing of spatial data 
warehouses. 
 
The data in a warehouse are conceptually modeled as data cubes. 
Gray et al. introduce the data cube operator as a generalization of 
the SQL group by operator [3]. The chunk-based multi-way array 
aggregation method for data cube in OLAP was proposed in [4].  
 
Typically, OLAP queries are complex and the size of the data 
warehouse is huge, which can cause queries to take very long to 
complete, if executed directly on raw data. This delay is 
unacceptable in most data warehouse environments. 
 
Two major approaches have been proposed to efficiently process 
queries in a data warehouse: speeding up the queries by using 
index structures, and speeding up queries by operating on 
compressed data. Many different index structures have been 
proposed for high-dimensional data [1, 2]. Some special indexing 
techniques, such as bitmap index, join index and bitmap join 

                                                           
* Patents are pending on the P-tree technology. This work is 
partially supported by GSA Grant ACT#: K96130308. 

index, have been introduced. The bitmap index uses a bit vector to 
represent the membership of tuples in a table. A significant 
advantage of bitmap index is that complex logical selection 
operations can be implemented very quickly by performing bit-
wised and, or, and complement operators. However, bitmap 
indexes are space inefficient for high cardinality attributes. 
Bitmap indexes are only suitable for narrow domains, especially 
for membership functions with 0, or 1 as function values. The 
problem associated with sparse bitmap indexes is discussed in [5]. 
In order to overcome this problem, some improved bitmaps, e.g., 
encoded bitmap [7], have been proposed. The join indexes gained 
popularity from its use in relational database query processing. 
Join indexing is especially useful for maintaining the relationship 
between a foreign key and its matching primary keys, from the 
joinable relations. 
 
Recently, a new data structure, Peano Tree (P-tree) [10, 11], has 
been introduced for spatial data. P-tree is a lossless, quadrant 
based compression data structure. It provides efficient logical 
operations that are well suited for multi-dimensional spatial data. 
One of the P-tree variations, Predicate P-tree, is used to efficiently 
reduce data accesses by filtering out “bit holes”  which consist of 
consecutive 0’s. 
 
In this paper, we present a new data warehousing structure, PD-
cube, to facilitate OLAP operations and queries. Fast logical 
operations on P-Trees are used to accomplish these OLAP 
operations. One of the P-tree variations, Predicate P-tree, is used 
to efficiently reduce data accesses by filtering out “bit holes”  
consisting of consecutive 0’s. Experiments show that OLAP 
operations can be executed much faster this way than with 
traditional data cube methods. 
 
This paper is organized as follows. In section 2, we review P-tree 
structure and its operations. In section 3, we propose a new data 
warehouse structure, PD-cube, and efficient OLAP operations 
using P-Trees. Finally, we compare our method with traditional 
data cube methods experimentally in section 4 and conclude the 
paper in section 5.  
 

2. REVIEW OF PEANO TREES 
A quadrant-based tree structure, called the Peano Tree (P-tree), 
was developed to facilitate compression and very fast logical 
operations of bit sequential (bSQ) data [10].  P-Trees can be 1-
dimensional, 2-dimensional, 3-dimensional, etc.  
 
The most useful form of a P-tree is the predicate-P-tree in which a 
1-bit appears at those tree nodes corresponding to quadrants for 
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which the predicate holds.  The predicate can be a particular bit-
position of a particular attribute or, more generally, a set of values 
for each of a set of attributes. Pure 1 P-tree (P1-tree) and Non 
Pure0 P-tree (NP0-tree) are two predicate P-Trees. In Figure 1, a 
bSQ file with 64 rows is shown, the file is rearranged into 2-D 
Peano or Z order in the left and the P-Trees (P1-tree and NP0-

tree) are on the right. We identify quadrants using a Quadrant 
identifier, Qid - the string of successive sub-quadrant numbers (0, 
1, 2 or 3 in Z or Peano order, separated by “ .”  (as in IP addresses).  
Thus, the Qid of the bolded and underlined quadrant in Figure 1 is 
2.2. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. bSQ file, 2-D Peano order bSQ file, P1-tree, and NP0-tree

  
Logic and and or are the most important and frequently used P-
tree logical operations. By using predicate P-tree operations, we 
filter “big holes”  consisting of consecutive 0’s and get the mixed 

quadrants. Then we only load the mixed quadrants of Peano 
sequence into main memory, thus reducing the data accesses. The 
and and or operations using NP0-tree are illustrated in Figure 2.  

 
 
 
 
 
 
        
 
 
 
                  a). NP0-tree1                           b). NP0-tree2                         c). AND Result                 d).  OR Result 
 

Figure 2. P-tree Operations: and and or 
 
In Figure 2, a) and b) are two NP0-trees, c) and d) are their and 
result and or result, respectively. From c), we know that bits at the 
range of position [0, 32] and [49, 64] are pure 0 since the bits in 
quadrant with Qid 0, 1 and 3 are 0. Quadrants with Qid 2 are non-
pure0 parts. We only need to load quadrants with Qid 2. The 
logical operation results calculated in such way are the exactly 
same as anding two bit sequence with reduced data accesses. 
There are several ways to perform P-tree logical operations. The 
basic way is to perform operations level by level starting from the 
root level. The node operation is commutative. 

 
3. OLAP OPERATIONS USING P-TREES 
 

In this section, we first develop a new data warehousing 
structure, PD-cube, which is the bit-wised representation of 
data cube. Then we show that OLAP operations, such as 

slice/dice and roll-up, based on PD-cube, can be efficiently 
implemented using P-Trees. 
 

3.1 PD-cube 
To take advantage of the continuity and sparseness in spatial data, 
we develop a new data warehouse structure, PD-cube. It is a bit-
wised data cube in Peano order which is consistent with P-Trees 
in terms of data storage. We partition the data cube into bit level 
in order to facilitate fast logical operations of predicate P-Trees. 
Predicate P-Trees are tree-based bitmap indexes built on 
quadrants. By means of fast logical and, or and not operations of 
predicate P-Trees, PD-cubes achieve efficient data access, which 
is very important for massive spatial data set. 
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                                     (b) Data Cube of Field Yield  
 
 
       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
(a) Fact Table of Yield in Peano Order                                              (c) PD-cubes 
 
 

Figure 3. A Fact Table, its Data Cube and PD-cubes 

X Y T Yeild 
0 0 0 15 (1111) 
1 0 0 15 (1111) 
0 1 0 15 (1111) 
1 1 0 15 (1111) 
0 0 1 15 (1111) 
1 0 1 15 (1111) 
0 1 1 15 (1111) 
1 1 1 15 (1111) 
2 0 0 15 (1111) 
3 0 0  4 (0100) 
2 1 0  1 (0001) 
3 1 0 12 (1100) 
2 0 1 12 (1100) 
3 0 1  2 (0010) 
2 1 1 12 (1100) 
3 1 1 12 (1100) 
0 2 0 15 (1111) 
1 2 0 15 (1111) 
0 3 0  2 (0010) 
1 3 0  0 (0000) 
0 2 1 15 (1111) 
1 2 1 15 (1111) 
0 3 1  2 (0010) 
1 3 1  0 (0000) 
2 2 0 12 (1100) 
3 2 0 12 (1100) 
2 3 0 12 (1100) 
3 3 0 12 (1100) 
2 2 1 12 (1100) 
3 2 1 12 (1100) 
2 3 1 12 (1100) 
3 3 1 12 (1100) 
0 0 2 15 (1111) 
1 0 2 15 (1111) 
0 1 2 15 (1111) 
1 1 2 15 (1111) 
0 0 3 15 (1111) 
1 0 3 15 (1111) 
0 1 3 15 (1111) 
1 1 3 15 (1111) 
2 0 2 15 (1111) 
3 0 2 10 (1010) 
2 1 2  1 (0001) 
3 1 2 14 (1110) 
2 0 3 14 (1110) 
3 0 3  2 (0010) 
2 1 3 12 (1100) 
3 1 3 12 (1100) 
0 2 2 15 (1111) 
1 2 2 15 (1111) 
0 3 2  2 (0010) 
1 3 2  0 (0000) 
0 2 3 15 (1111) 
1 2 3 15 (1111) 
0 3 3  2 (0010) 
1 3 3  0 (0000) 
2 2 2 12 (1100) 
3 2 2 12 (1100) 
2 3 2 12 (1100) 
3 3 2 12 (1100) 
2 2 3 12 (1100) 
3 2 3 12 (1100) 
2 3 3 12 (1100) 
3 3 3 12 (1100) 
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Figure 3 shows an example of a 3-D data cube representing the 
crop yield. It has three dimensions: position x (X), position y (Y), 
and time (T). Since yield is a 4-bit value, we split the data cube of 
yield into four bit-wised cubes, which are stored in form of 
predicate P-Trees NP0 and P1.  

 

3.2 OLAP Operations  
The OLAP operations are the basis for answering spatial data 
warehouse questions like: “ find all galaxies brighter than 
magnitude 22” , “ find average yield of field” , or “ find the total 
traffic flow during a period of time.”  Slice/dice and roll-up 
operations will be described as follows. 
 
3.2.1 Slice/dice 

The Slice operation is a selection along one dimension, while the 
dice operation defines a sub-cube by performing a selection on 
two or more dimensions. Slice and Dice are very efficiently 
accomplished using P-Trees. Typical select statements may have a 
number of predicates in their “where”  clause that must be 
combined in a Boolean manner. The predicates may include “=” , 
“<”  and “>” . These predicates lead to two different query 
scenarios, where “=”  clause results in an equal query, and “<”  or 
“>”  in a range query.  
 
3.2.1.1 Equal Select Slice 

Suppose we have a 3-D data cube representing crop yield with 
dimensions X, Y and T, where X = { 0, 1} , Y = { 0, 1}  and T = { 0, 
1} . Attribute “Yield”  is converted from decimal to binary. The 

data cube and its corresponding relational table are shown in 
Figure 4.  
 
From the table in Figure 4 we build 6 P-Trees as shown in Figure 
5 according to the P-tree construction rule. Pi, j, is a P-tree for the 
jth bit of the ith attribute. For attribute of m bit, there are m P-
trees, one for each bit position 
 
 
 
 
 
 
 
 
 
 
 
 

X Y T Yield 
0 0 0 111 
1 0 0 011 
0 1 0 001 
1 1 0 100 
0 0 1 011 
1 0 1 010 
0 1 1 100 
1 1 1 001 

 
Figure 4. A 3-D Cube and Binary Relational Table 

 

                      P1                             P2                            P3                            P41                           P42                         P43 
 
 
 
 
 
 

Figure 5. P-Trees for 3-D cube Quadrant 
 
Suppose we want to know that yield at the place where Y = 1.  
The query is “get yield where Y = 1” .  The process of selection 
is: first get P-tree masks, and then trim the P-Trees. The detailed 
process is discussed as follows. 
 
First, create the P-tree mask, PM = P2. Then use PM to generate 
a new set of P-Trees. The new P-tree set is the result of 
selection. 
 
Generation of new P-Trees is simple: just trim the nodes 
corresponding to the position of pure 0 in PM, and PM is P2 
here. Take P43 for example, the trimming process is shown as 
Figure 6. 

 
 
 
 
 
Figure 6. Trim Process of P-tree based on PM 

 
After trimming the whole P-tree set, we can convert the trimmed 
P-tree set easily to a data cube as shown in Figure 7. 

 
 
 
 
 
 
 
 

Figure 7. Result Cube of Selection 

3.2.1.2 Range Slice 

Typical range queries for spatial data warehouse include 
questions like: “Get crop yield within the range of X > 200 and 
Y > 150” . We analyze three range slice cases as follows. 
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a. Get yield  where Y >1001.  
Given the number of bits for the second attribute Y is fixed as 4, 
we can easily get the values that are greater than 1001. From 
Figure 8 , we can see that { “Y > 1001”}  consists of two subsets 
{ “Y = 11**” }  and { “Y = 101*” } , where * is 1 or 0. Therefore 
the query clause can be written as “where Y = 11** || Y = 
101*” .  
 
 
 
 
 
 
 
 
 
 
    
 
Figure 8. Range Query of  the Second Attribute Y > 1001 

The query is retrieved by the corresponding P-tree mask PMgt = 
PM1 || PM2.  PM1 is predicate P-tree for data that start with 
“11”  and PM2 is for data that start with “101” . Since Y is the 
second attribute of the Peano Cube, we have  
 
                      PM1 = P21 & P22  
                      PM2 = P21 & P’22 & P27.   
where  
       P21 – the predicate P-tree for data that has value 1 in the 
first bit position of the second attribute 
       P’22 – the predicate P-tree for data that has value 0 in the 
second bit position of the second attribute    
       P22, P27 – follows the same rule. 
 

b. Get yield where T > 01011001. 
The retrieval process of this query is shown in Figure 9. 
Attribute T is the third dimension of the PD-Cube. Data set { T > 
01011001}  can be divided a number of subsets: { “1***** **” } , 
{ “011*****” } , { “010111**” }  and { “0101101*”} , where * is 1 
or 0. The retrieval process can be generalized as follows:

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Range Query of  the Third Dimension T > 01011001 
 
 
• The number of subsets is equal to the number of 0 in the bit 

stream. Data set { T > 01011001}  consists of four subsets.  
• Start with the highest bit of string until the nth 0, revert it to 

1 and append it with wildcard *, we get the first subset. The 
first subset of { T > 01011001}  is { “1**** ** *” } , the second 
subset is { “011*****” } , and so on. 

• Generate mask P-tree for each subset according to bit pattern 
and position as discussed in previous example. For this 
example PM1 = P31, PM2 = P31’  & P32 & P33, PM3 = 
P31’ & P32 & P33’  & P34 & P35 & P36 and PM4 = P31’ & 
P32 & P33’  & P34 & P35 & P36’  & P37. 

• AND all mask P-Trees together to get a general mask P-tree. 
For this example PMgl = PM1 || PM2 || PM3 || PM4. 

 
c. Combination of Equal Query and Range Query   

It is often the case that “where”  clause has “>=” . For example, 
“get yield where T >= 01011001”. We can easily divide data set 
{ “T >=01011001”}  into two subsets, { “T >01011001”}  and { “T = 
01011001”} . Therefore the mask P-tree PMge = PMgt || PMeq. PMgt 

is related to range query and PMeq is related to equal query.  

 
For “where”  clause like “01111011 > T > 01011001”, we also 
need to divide set { “01111011 > T > 01011001”}  into two 
subsets, { “01111011 > T”}  and { “T > 01011001”} . The mask P-
tree PMgl = PMgt || PM lt. 
 

d. Complement of Range Query 
We have just analyzed “where”  clause with “>”  or “>=” . But we 
also want “<”  or “<=” . For example, “get yield where T <= 
01011001.”  Obviously, data set { “T <= 01011001”}  is the 
complement of { “T > 01011001”} . With the result of query “Get 
yield where T > 01011001, we can easily retrieve query “Get 
yield where T <= 01011001” by making complement, i.e. PM le = 
PM’gt. 
 
Dice operation is similar to slice operation. Only dice involves 
more than one dimension while slice is on one dimension. The 
example of dice can be “get yield where T <= 01011001” & “Y > 
1001.”  We just need to and P-tree masks of slice on dimension T 
and Y to get the final P-tree for dice. 

11111111 
….                 
10000000 
01111111 
….                 
01100000 
01011111 
….                 
01011100 
01011011 
01011010 
------------ 
01011001 

011***** 

1******* P31  

P’31 & P32 & P33 

010111** P’31&P32&P’33&P34&P35&P36 

0101101* P’31&P32&P’33&P34&P35&P’36&P37 

1111 
1110                 
1101 
1100 
1011 
1010 
------- 
1001 

11** 

101* 

P21 & P22 

P21 & P’22 & P23 
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3.2.2 Rollup 

PD-cube is stored in Peano order rather than in raster order. 
Therefore, the rollup of PD-cube is accomplished differently from 
the traditional data cube as a result of different storage models.  
 
According to the Peano storage of PD-cube, we develop the rollup 
algorithm in Figure 11.  With this algorithm, we can easily 
calculate aggregation along any dimension. 

 
The rollup process we have discussed so far is for one cube. As 
described in section 3.1, PD-cubes are bitwise data cubes. The 
attribute “Yield”  in Figure 4 are composed of three PD-cubes (See 
Figure 10). 
 

 
 

 
 
 
 
 

Figure 10. PD-cubes for Attribute “Yield”

 
 

Figure 11. Rollup Algorithm for PD-cube 

 

Suppose we want to aggregate “Yield”  along dimension T 
(pointing down). First we need to rollup each cube using the 
algorithm in Figure 11, and get the results, S2 [ ],  S1[ ] and S0[ ] 
as shown in Figure 12. With the rollup results of each cube, S2, 
S1, and S0, we can get rollup results, S, as follows:   
S[i] = S2[i] x 22 + S1[i] x 21 + S0[i] x 20 
For i=1, S[1] = 1 x 22 + 1 x 21 + 2 x 20 = 8. Similarly we can get 
S[2] = 7,  S[3] = 7 and  S[4] = 7.    
 

4. PERFORMANCE ANALYSIS 
 

We have implemented PD-cube and conducted a series of 
experiments to validate our performance analysis of the algorithm. 
Our experiments are implemented in C++ on a 1GHz Pentium PC 
machine with 1GB main memory. The test data includes the aerial 
TIFF images of the Oakes Irrigation Test Area in North Dakota. 
The data is prepared in five sizes, 128x128, 256x256, 512x512, 
1024x1024, and 2048x2048. The data sets are available at [12].  
 
In this experiment, we compare our algorithm with bitmap 
indexed data cube method. The response time is calculated based 
on average CPU time for 20 queries. The goal is to validate our 
claim that PD-cube and P-trees have high scalability in terms of 
data size. The experiment results are shown in 0.     
 
As it is shown in Figure 13, when cube size > 1900KB, our 
method outperforms bitmap indexed data cube method. As the 
cube size increases, we can see the drastic increase in response 
time for bitmap indexed data cube method. The P-tree method 
shows its great strength for big cube sizes. In summary, our 
experiments show that our algorithm with PD-cube data structure 
and P-tree algorithm demonstrate significant improvement in 
performance and scalability over bitmap indexed data cube 
method for spatial data. 
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// d – number of dimension of the data cube 
// n – size of the data cube;  kd – the dimension to roll up along 
// R[] – the result of roll up;  start – the start index of R[] 
// val – the values in the data cube at the cursor position 
// Skip - move cursor forward within the Peano cube 
Algorithm rollup (d, n, kd, R[], R_start) 
             n = 1:  R[start] += val 
             n = 2d:     
                   For i  = start TO (start + n/2-1) DO 

                        Skip (i-start) % 2kd-1 + 2kd *  

� �
12/)( −− kdstarti  

                         R[i] += val 

                        Skip � −

=

2

0

2
kd

j

j  

                        R[i] += val 
             n > 2d: 
                  For i  = 0 TO 2d-1-1 DO 
                        ssc = n / 2d             // ssc: size_sub_quadrant 
                                    ddm = d ssc        // ddm: domain_of_dimension 
                        Skip ((i + start) % 2kd-1 +  

                                   2kd *  � �12/)*( −+ kdstarti  )*ssc                   

                        rollup (d, n/2d, kd, R[], start + i*ssc/ddm ); 

                        Skip  ssc  + ssc
kd

j

j *2
2

0

� −

=
 

                        rollup (d, n/2d, kd, R[], start + i*ssc/ddm );         
End rollup 
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                             S2[ ] = { 1, 1, 1, 0}       S1 [ ] = { 0, 1, 1, 1}           S0 [ ] = { 2, 1, 1, 1}                       S [ ] = { 8, 7, 7, 7}      
 

Figure 12. Rollup of “Yield”  along Dimension T

 
 

 
Figure 13. Response Time Comparison 

 

5. CONCLUSION  
 

In this paper, we present a general data warehousing structure, 
PD-cube, to facilitate OLAP operations. The fast logical 
operations of P-Trees are used to accomplish these operations. 
Predicate P-Trees are used to find the “big holes”  of consecutive 
0’s by performing logical operations. Only the mixed chunks need 
to be loaded, thus the amount of data scans is reduced. 
Experiments indicate OLAP operations using P-Trees is much 
faster than traditional data cube methods. 
 
One future research work is to extend our PD-cube into parallel 
data warehouse system. It appears particularly promising by 
partitioning a large cube horizontally or vertically into small 
cubes that can improve the query performance by parallelism. 
Besides, our method also has potential applications in other areas, 
such as DNA micro array and medical image analysis. 
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Results from removing links from a perfect 21−node graph
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Results from reversing links from a perfect 21−node graph
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5.3 Combined Removal and Reversal from Pe-
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ABSTRACT
HTML anchors are often surrounded by text that seems
to describe the destination page appropriately. The text
surrounding a link or the link-context is used for a variety
of tasks associated with Web information retrieval. These
tasks can benefit by identifying regularities in the manner
in which “good” contexts appear around links. In this pa-
per, we describe a framework for conducting such a study.
The framework serves as an evaluation platform for compar-
ing various link-context derivation methods. We apply the
framework to a sample of Web pages obtained from more
than 10,000 different categories of the ODP. Our focus is on
understanding the potential merits of using a Web page’s tag
tree structure, for deriving link-contexts. We find that good
link-context can be associated with tag tree hierarchy. Our
results show that climbing up the tag tree when the link-
context provided by greater depths is too short can provide
better performance than some of the traditional techniques.

General Terms
Algorithms, Experimentation, Measurement

Keywords
Tag tree, DOM, Link-context

1. INTRODUCTION
Link-context is used for many tasks related with Web infor-
mation retrieval. In most cases, anchor text or text within
an arbitrary size window around a link is used to derive the
context of a link. While the importance of link-context has
been noted in areas such as automatic classification [2] and
search engines [3], focused or topical crawlers (e.g., [9; 6; 12;
1]) have a special reliance on it. Topical crawlers follow the
hyperlinked structure of the Web while using the scent of

information to direct themselves towards topically relevant
pages. For deriving (sniffing) the appropriate scent they
mine the content of pages that are already fetched to prior-
itize the fetching of unvisited pages. Unlike search engines
that use contextual information to complement the content
based retrieval, topical crawlers depend primarily on contex-
tual information (since they score unvisited pages). More-
over, a search engine may be able to use contextual informa-
tion about a URL (and the corresponding page) from a large

number of pages that contain that URL. Such global infor-
mation is hard to come by for a topical crawler that only
fetches several thousand pages. Hence, the crawler must
make the best use of the little information that it has about
the unvisited pages. While, the study of combined contexts
derived from many pages is important, in this paper we will
concentrate on the quality of link-contexts derived from a
single page.

A link-context derivation method takes in a hyperlink URL
and the HTML page in which it appears as inputs. The
output of the method is a context, if any, for the URL. Tra-
ditional context derivation methods view an HTML page as
a flat file containing text interspersed with links. This view
is a simple extension of techniques used with ordinary doc-
uments for obtaining contexts of citations included within
the documents. However, recent methods have tried to use
an HTML document’s tag tree or Document Object Model
(DOM) structure to derive contexts [5; 2]. These methods
view an HTML page as a tree with <html> as its root and
different tags and text forming the tree nodes. Figure 1
shows an example of an HTML page and its tag tree repre-
sentation. As noted earlier, the use of text under the anchor
tag (anchor text) as link-context has existed for some time.
Do other tags and their hierarchy provide any additional in-
formation about the context of a link? The question forms
one of the underlying themes of this paper.

When we use an anchor text as the context of a link, we are
using all the text in the sub-tree rooted at the anchor tag as
the link-context. We may extend the idea and consider all
the text in the sub-tree rooted at any of the ancestors of an
anchor tag as the context of the anchor URL. We call the
node where the sub-tree is rooted as the aggregation node.
Note that both the context and the corresponding link are
within the same sub-tree. Hence, we may view an aggre-
gation node as one that aggregates a link with potentially
helpful context. There are many potential aggregation nodes
for a single anchor.

2. RELATED WORK
Since the early days of Web many different applications have
tried to derive contexts of links appearing on Web pages.
McBryan [11] used the anchor text to index URLs in the
WWW Worm. Iwazume et. al. [10] guided a crawler us-
ing the anchor text along with an ontology. SharkSearch
[9], used not only the anchor text but some of the text in
its “vicinity” to estimate the benefit of following the cor-
responding link. In a recent work, Chakrabarti et. al. [5]
suggested the idea of using DOM offset, based on the dis-
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<html>
<head>
<title>Projects</title>
</head>
<body>
<h4>Projects</h4>
<ul>
  <li> <a href="blink.html">LAMP</a> Linkage analysis with multiple processors.</li>
  <li> <a href="nice.html">NICE</a> The network infrastructure for combinatorial exploration.</li>
  <li> <a href="amass.html">AMASS</a> A DNA sequence assembly algorithm.</li>
  <li> <a href="dali.html">DALI</a> A distributed, adaptive, first-order logic theorem prover.</li>
</ul>
</body>
</html>

html

bodyhead

h4title

text text

ul

li

a

text

aggregation path

parent

anchor

grand-parent

root

Figure 1: An HTML page and the corresponding tag tree

tance of text tokens from an anchor on a tag tree, to score
links for crawling. A DOM offset of zero corresponds to all
the text tokens in the sub-tree rooted at the anchor tag.
The text tokens to the left of the anchor tag on the tag tree
are assigned negative DOM offset values. Similarly, positive
DOM offset values are assigned to text tokens on the right
of the anchor tag. The offset values are assigned in order —
the first token on the right or left is assigned a value of ±1
and so on. The authors trained a classifier in an attempt
to identify the optimal DOM offset window to derive the
link contexts. They found the offset window to be no larger
than 10 (offset values between −5 and +5) for most cases.
The mechanism for assigning the DOM offset values made
no use of the inherent hierarchy in the tag tree. We will later
describe link-context derivation methods that make explicit
use of the tag tree hierarchy and compare them against some
of the traditional techniques.

Attardi et. al. [2] proposed a technique that categorized a
Web page based on the context of the URL corresponding to
the page. In fact, they exploited the HTML structure to de-
rive a sequence of context strings. However, they restricted
the analysis to using only a few HTML tags and by obtaining
the text within the tags in a selective and ad-hoc manner.
We note that their concept of context path has similarities
to the idea of aggregation path described in section 3.3.1.
A context path is a sequence of text strings that are associ-
ated with a URL based on their appearance in certain tags
and at specific positions in those tags along the hierarchy of
the tag tree. The authors also associated a priori semantic
meaning with some tags. For example, they argued that the
title of a table column or row should be associated with the
hyperlinks appearing in the corresponding row or column.

Brin and Page [3] have suggested the use of anchor text
to index URLs in their Google search engine. Craswell et.

al. [7] have shown that using anchor text can provide more

Obtain a diverse sample of URLs
and their manual descriptions

Pick the next
sample URL 

[URL found]

[no more URLs]

Find In-links to URL

Summarize and analyse
the data collected

Pick random
In-link 

 

Web

Fetch In-link page HTML tidying
Derive different 

contexts of 
sample URL

Measure and store
properties of contexts

Figure 2: The framework for study

effective rankings for site finding tasks. Chakrabarti et. al.

[4] used a text window of size B bytes around the anchor
to obtain the link-context. With an experiment using 5000
Web pages, the authors found that the word “Yahoo” was
most likely to occur within 50 bytes of the anchor containing
the URL htpp://www.yahoo.com/. Davison [8], while using
a sample of the DiscoWeb, showed that anchor text (actually
it includes words in the vicinity) has high similarity to the
destination page as compared to a random page. The author
also suggested (based on some results) that enlarging the
context of a link by including more words should increase
the chance of getting the important terms but at the cost of
including more unimportant terms. While the focus of our
study is different, we do validate some of the results shown
by Davison.

3. FRAMEWORK

3.1 General Methodology
Figure 2 describes the framework in terms of the main steps
needed to conduct the study. We first need a sample of URLs
that represent a wide variety of topics. In addition, the
semantics of the pages corresponding to the URLs must be
understood and described by human experts. The manual
descriptions will guide us in judging the quality of contexts
that are derived for the corresponding URLs. We rely on the
manual descriptions because the text content of a Web page
may not describe its semantics accurately. Many Web pages
are not designed to describe themselves and often contain
little text. However, after viewing a page, a human expert
can provide us with a good description of what the page is
about.

Once we have a sample of Web pages (identified by sample

URLs) and their manual descriptions, we obtain the in-links
for those pages. For each sample URL we use a search engine
to find its in-links. We must make sure that the in-link in-
formation from the search engine is not stale (i.e. the in-link
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Figure 3: Mapping an HTML snippet (top) to a tag tree
(bottom) via conversion of the HTML to a convenient XML
format

points to the sample URL). We choose one random in-link
for each sample URL. We fetch the page corresponding to
the in-link and call it the in-link page. The page may provide
us with content that describes the sample URL. Before we
process the in-link page for deriving contexts, we “tidy” the
HTML and convert it into a convenient XML format. After
the conversion, we use multiple methods to derive contexts
for the sample URL. The manual description of the sample
URL helps us in judging different contexts and hence the
methods that produced them. In the current study, we use
one set of methods that analyze the HTML tag tree and
another set that use arbitrary size text windows around the
sample URL in href. We summarize the performance data
obtained from our sample using a number of metrics. The
framework allows for evaluating context derivation methods
in general. Note that we only fetch the first 20KB of each
in-link page and we parse the tag tree up to a depth of 19
(root of the tree is at depth 0).

3.2 HTML Tag Tree
Many Web pages contain badly written HTML. For exam-
ple, a start tag may not have an end tag, or the tags may
not be properly nested. In many cases, the <html> tag or
the <body> tag is all together missing from the HTML page.
The process of converting a “dirty” HTML document into
a well-formed one is called tidying an HTML page1. It in-
cludes insertion of missing tags and reordering of tags in the
“dirty” page. Tidying an HTML page is necessary to make
sure that we can map the content onto a tree structure with
each node having a single parent. Hence, it is an essential
precursor to analyzing an HTML page as a tag tree. Further,

1http://www.w3.org/People/Raggett/tidy/

the text tokens are enclosed between <text>...</text> tags
which makes sure that all text tokens appear as leaves on
the tag tree. While this step is not necessary for mapping an
HTML document to a tree structure, it does provide some
simplifications for the analysis. Figure 3 shows the process
through which an HTML snippet is converted into a conve-
nient XML format and mapped onto a tag tree.

3.3 Context Derivation Methods
We will now describe two link-context derivation techniques.
We later evaluate many versions of each and treat each ver-
sion as a separate context derivation method.

3.3.1 Context from Aggregation Nodes
We fetch each in-link page, tidy it up as explained before
and map it onto a tag tree structure. Somewhere, on the
tree we will find the anchor tag that contains the sample
URL. We call that anchor, the sample anchor. If there are
more than one sample anchors in the in-link page, we con-
sider only the first one for analysis. Next, we treat each
node on the path from the root of the tree to the sample
anchor as a potential aggregation node (see Figure 1 shaded
nodes). Note that a particular context derivation method
would identify one aggregation node for each sample URL.
The path from the root of the tree to the sample anchor that
contains potential aggregation nodes is called the aggrega-
tion path (see Figure 1). Once a node on the aggregation
path is set to be an aggregation node the following data is
collected from it:

• All of the text in the sub-tree rooted at the node is
retrieved as the context of the sample URL. The sim-
ilarity (described later) of the context to the manual
description of the sample URL is measured and called
the context similarity.

• Number of words in the context is counted. Large size
contexts may be too “noisy” and burdensome for some
systems.

When we decide on a strategy to assign an aggregation node
on a given in-link page, it constitutes a context derivation
method. Since we have collected the above data for the
entire aggregation path for each of the in-links in our sample,
we may evaluate many different methods.

For each in-link page we may have an optimal aggregation
node that provides the highest context similarity for the
corresponding sample URL. If there are multiple aggregation
nodes with highest similarity, we pick the one closest to the
sample anchor as the optimal one.

3.3.2 Context from Text Window
We consider the general technique of using arbitrary size
windows of text around the sample URL in href as a base-
line for comparison. Hence, for each sample URL, we use
a window of T words around its first appearance on the in-
link page as the context. Whenever possible, the window is
symmetric with respect to the href containing the sample
URL. The window may or may not include the entire anchor
text. We derive context using multiple values of T starting
from 2 and moving up to 100 with increments of 2 words.
Each value of T corresponds to a separate context derivation
method.
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3.4 Performance Metrics
While manual evaluations of context derivation methods are
ideal, such evaluation techniques will not scale easily to
thousands of sample URLs and several methods applied to
each sample. Hence, we depend on automated techniques.
Stop words are removed before computing context similari-
ties and stemming [13] is used to normalize the words. The
(cosine) similarity between a context c and a description d
is computed as:

sim(c, d) =
~vd · ~vc

‖ ~vd ‖ · ‖ ~vc ‖
where ~vc and ~vd are term frequency based vector representa-
tions of the context and the description respectively, ~vc · ~vd

is the dot (inner) product of the two vectors, and ‖ ~v ‖ is
the Euclidean norm of the vector ~v.

We measure the performance of each of the context deriva-
tion methods using the following performance metrics:

Average context similarity: Given a context derivation
method M, we measure the context similarity for each of
the sample URLs. The average context similarity for M is
then computed as:

avg context sim(M) =
1

n

i=n
∑

i=1

sim(ci, di)

where n is the sample size, ci is the context derived using the
methodM for sample URL i, and di is the manual descrip-
tion of the sample URL i. The average context similarity is
a measure of average quality of contexts obtained using the
method.

Zero-similarity frequency: The zero-similarity frequency
measures the frequency with which a method obtains a con-
text that has no similarity to the manual description. The
frequency is measured as a percentage of the sample size.
While zero similarity may not necessarily mean zero infor-
mation (due to variable word usage), it does mean that the
method failed to provide many of the important words that
were used by an expert editor to describe a given page. Such
failures could have an affect on the recall of a system based
on the method. It is possible that a method provides us
with high quality contexts for some URLs but provides us
with little or no information about many others. The zero-
similarity frequency is computed as:

zero sim freq(M) =
100

n

i=n
∑

i=1

δ(sim(ci, di))

where the δ(x) is 1 if x = 0, and is 0 otherwise. Unlike
average context similarity, we would like to have a low value
of zero-similarity frequency.

Average context size: This measure can be viewed as the
potential cost involved in processing or indexing contexts
derived from a method. It is simply computed as:

avg context size(M) =
1

n

i=n
∑

i=1

words(ci)

where words(c) counts the number of words in the context
c. A desirable property of a context derivation method may
be that it produces reasonable size link-contexts.

Note that we associate 95% confidence intervals with all av-
erage values.

4. SAMPLE
We obtain our sample URLs from the Open Directory Project2

(ODP). The ODP contains a large list of categorized Web
pages along with their manual descriptions provided by hu-
man editors. Due to the lack of commercial bias and easily
available content dump, ODP is a suitable and practical
source for obtaining our sample. First, we filter out all the
categories of the ODP that have no external URLs since we
want only those categories from which we can get sample
URLs. Next, we remove the categories that appear under
the “World”, “Regional” or “International” top-level cate-
gories or sub-categories. The categories that appear to be
an alphabetical category (e.g. Business: Healthcare: Con-
sultancy: A) are also filtered out. These filters are needed to
avoid many semantically similar categories as well as pages
with non-English content. Once we have a filtered set of
ODP categories (nearly a 100,000 in number), we randomly
pick 20,000 categories from them. These categories represent
a large spectrum of interests on the Web. From each of the
20,000 categories we pick one external URL randomly. The
external URL thus obtained is used as a sample URL. We
concatenate the title and the description (provided by the
editors) of the external URL and use the combined text as
the description of the sample URL. Hence, we get a sample
of 20,000 URLs along with their manual descriptions from
an equal number of ODP categories.

As mentioned earlier in-links to the sample pages are needed
to evaluate different context derivation methods. We used
the Google Web API3 to collect the in-links. Using the API
we were able to obtain 1-10 in-links for only 14,960 of the
20,000 sample URLs. Out of the in-links returned by the
API, we filter out the ones that are from the dmoz.org or
directory.google.com (a popular directory based on ODP)
domains. Further, we fetch each page corresponding to the
in-links and compare (ignoring case and non-alphanumeric
characters) it against the description of the corresponding
sample URL. If an in-link page contains the description we
filter it out. The filtering process is necessary to avoid ODP
pages or their partial or complete mirrors amongst the in-
links. Such in-links, if not filtered, will corrupt our conclu-
sions. Finally, we remove in-link pages that do not contain
a link to the sample page (a case of stale information from
the search engine). We randomly pick one in-link from the
remaining in-links and associate it with the sample URL
and its description. Table 1 shows a sample URL, its de-
scription and a random in-link. Due to the in-link filtering
criteria and limited results from the API, our usable sample
reduces to 10,549 sample URLs.

5. ANALYSIS
The sample anchor’s absolute depth and the number of its
ancestors will vary with in-link pages. However, due to the
HTML tidying process, we are assured that each sample
anchor will have a parent and a grand-parent node. This
is because the tidying process inserts <html> and <body>

tags when they are missing from an HTML page. Also,
each tag tree will always have <html> tag at its root. For
some in-link pages, grand-parent and root node will be the
same. However, in many other cases the two will be entirely
different.

2http://dmoz.org
3http://www.google.com/apis/
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Table 1: Sample instance
Sample URL Description In-link

http://www.biotechnologyjobs.com/
biotechnology jobs database of candi-

date profiles. automatically matches

search to most suitable job in the

biotech, pharmaceutical, regulatory

affairs or medical device industries.

http://www.agriscape.com/careers/biotechnology/

Figure 4 shows the performance of four different context
derivation methods. The four methods correspond to set-
ting the aggregation node at the anchor (sample anchor),
parent, grand-parent and the root node respectively. In ad-
dition to the four methods, we also show the performance
of a fictional method that would always find the optimal
aggregation node. The error bars in this and the following
plots show 95% confidence intervals. All the plots with the
same performance metric are drawn to same scale. Hence,
non-overlapping error bars indicate a result that is signifi-
cant at α = 0.05 significance level. Figure 4(a) shows that
the fictional method will have significantly higher average
context similarity than any of the other four methods. We
also find that the method that uses anchor text gives the
highest average context similarity amongst the other four
methods. However, the same method leads to information
failure for more than 40% of the sample URLs (Figure 4(b)).
The average size of the anchor text is found to be 2.85±0.05
words (slightly higher than that reported by Davison [8]).
The method that picks context from the parent node, re-
duces the zero-similarity frequency by more than 11% at
the cost of slightly reducing the average context similarity.

The method that sets the aggregation node at the root is
using the entire in-link page as a context of the sample
URL. As expected such a strategy produces low quality (sim-
ilarity) contexts with large number of context words (Fig-
ure 4(a),(c)). However, it leads to contexts that are far more
likely to contain some information about the sample URL
(Figure 4(b)). Hence, our metrics show a trade-off which
may manifest itself in form of precision and recall in a sys-
tem that uses the context derivation methods. Davison’s [8]
results also show a similar trade-off by incrementally enlarg-
ing the size of a link-context.

For our baseline methods that use arbitrary size text win-
dows we find that the best average context similarity is ob-
tained when T is about 14 words. Yet, this best average con-
text similarity is significantly worse than that of the method
that just sets the aggregation node at sample anchor or its
parent. However, the zero-similarity frequency at T = 14 is
lower (better) than for the methods that uses the anchor or
parent as the aggregation node.

We find that for 65% of the sample the optimal aggrega-
tion node can be found at the anchor, the parent or the
grand-parent nodes. Also, it is most frequently found at
the anchor and the frequency progressively decreases as we
move up. This suggests that if we were to look for the opti-
mal aggregation node, we should start from the anchor and
make our way upwards if needed. Based on this observa-
tion, we suggest a simple tree climbing algorithm for setting
the aggregation node. This algorithm strives for a minimum
number of words in a context. We start from the sample an-
chor and if it does not have enough words (N) under it, we
move a level above it in the tree. This process is continued
until we have the minimum number (N) of words in our con-
text or we reach the root of the tree. We test the algorithm

for various values of N starting from 0 to 20 with incre-
ments of 1 word. The algorithm with each value of N can
be considered to be a different context derivation method.
For N = 0, the aggregation node would be trivially set to
the sample anchor. Figure 5 shows the performance for vari-
ous values of N . We find that the average context similarity
with N = 2, 3, 4 is significantly higher than any of the meth-
ods seen before (cf. Figure 4(a) and Figure 5(a)). The best
average context similarity is seen at N = 2 with average
context size of about 53 words and zero-similarity frequency
of 20% (half of the method using the anchor text). However,
even for N = 2 the algorithm’s average context similarity
is much lower than that of the fictional method that finds
the optimal aggregation node. Hence, there is large space
for improvement that may come through more sophisticated
data mining techniques.

6. CONCLUSION
We introduced a framework to study link-context deriva-
tion methods. The framework included a number of met-
rics to understand the utility of a given link-context. Using
the framework, we evaluated a number of methods based
on HTML tag tree and arbitrary size text windows. The
importance of anchor text as link-context was reaffirmed.
However, we also noticed its failure in providing informa-
tion for large number of sample URLs. The parent of an
anchor node, appeared to provide a good balance between
the lack of information in the case of anchor node and lack
of quality in case of root node. We observed that the opti-
mal aggregation node is likely to be found at depths close
to the sample anchor. A simple algorithm that utilizes the
tag tree hierarchy and the above observation, provided us
with higher quality contexts than any of the other methods
considered.

We envisage a number of extensions to the current work.
Large search engines have many pages that have several
in-links. It is worth studying the performance of context
derivation methods when they combine contexts from differ-
ent source pages. In fact, our evaluation framework provides
for such an analysis.
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ABSTRACT   
Time series data is perhaps the most frequently encountered type 
of data examined by the data mining community. Clustering is 
perhaps the most frequently used data mining algorithm, being 
useful in it’s own right as an exploratory technique, and also as a 
subroutine in more complex data mining algorithms such as rule 
discovery, indexing, summarization, anomaly detection, and 
classification. Given these two facts, it is hardly surprising that 
time series clustering has attracted much attention. The data to be 
clustered can be in one of two formats: many individual time 
series, or a single time series, from which individual time series 
are extracted with a sliding window. Given the recent explosion of 
interest in streaming data and online algorithms, the latter case has 
received much attention. 

In this work we make a surprising claim. Clustering of streaming 
time series is completely meaningless. More concretely, clusters 
extracted from streaming time series are forced to obey a certain 
constraint that is pathologically unlikely to be satisfied by any 
dataset, and because of this, the clusters extracted by any 
clustering algorithm are essentially random. While this constraint 
can be intuitively demonstrated with a simple illustration and is 
simple to prove, it has never appeared in the literature.  

We can justify calling our claim surprising, since it invalidates the 
contribution of dozens of previously published papers. We will 
justify our claim with a theorem, illustrative examples, and a 
comprehensive set of experiments on reimplementations of 
previous work. Although the primary contribution of our work is 
to draw attention to the fact that an apparent solution to an 
important problem is incorrect and should no longer be used, we 
also introduce a novel method which, based on the concept of 
time series motifs, is able to meaningfully cluster some streaming 
time series datasets. 

Keywords 
Time Series, Data Mining, Clustering, Rule Discovery, Data 
Streams 

1. INTRODUCTION 
Time series data is perhaps the most commonly encountered kind 
of data explored by data miners [26, 35]. Clustering is perhaps the 
most frequently used data mining algorithm [14], being useful in 
it’s own right as an exploratory technique, and as a subroutine in 
more complex data mining algorithms [3, 5]. Given these two 
facts, it is hardly surprising that time series clustering has 
attracted an extraordinary amount of attention [3, 7, 8, 9, 11, 12, 
15, 16, 17, 18, 20, 21, 24, 25, 27, 28, 29, 30, 31, 32, 33, 36, 38, 
40, 42, 45]. The work in this area can be broadly classified into 
two categories: 

�  Whole Clustering: The notion of clustering here is similar to 
that of conventional clustering of discrete objects.  Given a 
set of individual time series data, the objective is to group 
similar time series into the same cluster.   

�  Subsequence Clustering: Given a single time series, 
individual time series (subsequences) are extracted with a 
sliding window.  Clustering is then performed on the 
extracted time series.  

Subsequence clustering is commonly used as a subroutine in 
many other algorithms, including rule discovery [9, 11, 15, 16, 
17, 20, 21, 30, 32, 36, 42, 45], indexing [27, 33], classification [7, 
8], prediction [37, 40], and anomaly detection [45]. For clarity, 
we will refer to this type of clustering as STS (Subsequence Time 
Series) clustering.  

In this work we make a surprising claim. Clustering streaming 
time series is meaningless!  More concretely, clusters extracted 
from streaming time series are forced to obey a certain constraint 
that is pathologically unlikely to be satisfied by any dataset, and 
because of this, the clusters extracted by any clustering algorithm 
are essentially random. This simple observation has never 
appeared in the literature.  

Our claim is surprising since it calls into question the 
contributions of dozens of papers. In fact, the existence of so 
much work based on STS clustering offers an obvious counter 
argument to our claim. It could be argued: “Since many papers 
have been published which use time series subsequence clustering 
as a subroutine, and these papers produced successful results, 
time series subsequence clustering must be a meaningful 
operation.”  

We strongly feel that this is not the case. We believe that in all 
such cases the results are consistent with what one would expect 
from random cluster centers. We recognize that this is a strong 
assertion, so we will demonstrate our claim by reimplementing the 
most successful (i.e. the most referenced) examples of such work, 
and showing with exhaustive experiments that these contributions 
inherit the property of meaningless results from the STS 
clustering subroutine. 

The rest of this paper is organized as follows. In Section 2 we will 
review the necessary background material on time series and 
clustering, then briefly review the body of research that uses STS 
clustering. In Section 3 we will show that STS clustering is 
meaningless with a series of simple intuitive experiments; then in 
Section 4 we will explain why STS clustering cannot produce 
useful results. In Section 5 we show that the many algorithms that 
use STS clustering as a subroutine produce results 
indistinguishable from random clusters. Since the main 
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contribution of this paper may be considered “negative,”  we 
conclude in Section 6 with the demonstration of a simple 
algorithm that can find clusters in at least some trivial streaming 
datasets. This algorithm is not presented as the best way to find 
clusters in streaming time series; it is simply offered as an 
existence proof that such an algorithm exists, and to pave the way 
for future research.  

2. BACKGROUND MATERIAL 
In order to frame our contribution in the proper context we begin 
with a review of the necessary background material.  

2.1 Notation and Definitions  
We begin with a definition of our data type of interest, time series: 

Definition 1. Time Series: A time series T = t1,…,tm is an 
ordered set of m real-valued variables. 

Data miners are typically not interested in any of the global 
properties of a time series; rather, data miners confine their 
interest to subsections of the time series, called subsequences.   

Definition 2. Subsequence: Given a time series T of length m, 
a subsequence Cp of T is a sampling of length w < m of 
contiguous positions from T, that is, C = tp,…,tp+w-1 for  1 

�
 p 

�
 m – w + 1. 

In this work we are interested in the case where all the 
subsequences are extracted, and then clustered. This is achieved 
by use of a sliding window. 

Definition 3. Sliding Windows: Given a time series T of 
length m, and a user-defined subsequence length of w, a 
matrix S of all possible subsequences can be built by “sliding 
a window” across T and placing subsequence Cp  in the pth  
row of S. The size of matrix S is (m – w + 1) by w. 

Figure 1 summarizes all the above definitions and notations. 

 

Figure 1.  An illustration of the notation introduced in this 
section: a time series T of length 128, a subsequence of length w 
= 16, beginning at datapoint 67, and the first 8 subsequences 
extracted by a sliding window.  

Note that while S contains exactly the same information as T, it 
requires significantly more storage space. This is typically not a 
problem, since, as we shall see in the next section, the limiting 
factor tends to be the CPU time for clustering. 

2.2 Background on Clustering 
One of the most widely used clustering approaches is hierarchical 
clustering, due to the great visualization power it offers [26, 29]. 
Hierarchical clustering produces a nested hierarchy of similar 
groups of objects, according to a pairwise distance matrix of the 
objects.  One of the advantages of this method is its generality, 
since the user does not need to provide any parameters such as the 
number of clusters.  However, its application is limited to only 
small datasets, due to its quadratic computational complexity. 
Table 1 outlines the basic hierarchical clustering algorithm. 

Algorithm Hierarchical Clustering 
1. Calculate the distance between all objects. Store the 

results in a distance matrix. 

2. Search through the distance matrix and find the two 
most similar clusters/objects. 

3. Join the two clusters/objects to produce a cluster that 
now has at least 2 objects. 

4. Update the matrix by calculating the distances between 
this new cluster and all other clusters. 

5. Repeat step 2 until all cases are in one cluster. 

Table 1: An outline of hierarchical clustering. 

A faster method to perform clustering is k-means [5].  The basic 
intuition behind k-means (and a more general class of clustering 
algorithms known as iterative refinement algorithms) is shown in 
Table 2:  

Algorithm k-means 
1. Decide on a value for k. 

2. Initialize the k cluster centers (randomly, if necessary). 
3. Decide the class memberships of the N objects by 

assigning them to the nearest cluster center. 
4. Re-estimate the k cluster centers, by assuming the 

memberships found above are correct. 
5. If none of the N objects changed membership in the last 

iteration, exit. Otherwise goto 3. 
Table 2: An outline of the k-means algorithm. 

The k-means algorithm for N objects has a complexity of 
O(kNrD), with k the number of clusters specified by the user, r the 
number of iterations until convergence, and D the dimensionality 
of time series (in the case of STS clustering, D is the length of the 
sliding window, w). While the algorithm is perhaps the most 
commonly used clustering algorithm in the literature, it has 
several shortcomings, including the fact that the number of 
clusters must be specified in advance [5, 14]. 

It is well understood that some types of high dimensional 
clustering may be meaningless. As noted by [1, 4], in high 
dimensions the very concept of nearest neighbor has little 
meaning, because the ratio of the distance to the nearest neighbor 
over the distance to the average neighbor rapidly approaches one 
as the dimensionality increases. However, time series, while often 
having high dimensionality, typically have a low intrinsic 
dimensionality [25], and can therefore be meaningful candidates 
for clustering. 

2.3 Background on Time Series Data Mining 
The last decade has seen an extraordinary interest in mining time 
series data, with at least one thousand papers on the subject [26]. 
Tasks addressed by the researchers include segmentation, 
indexing, clustering, classification, anomaly detection, rule 
discovery, and summarization. 

Of the above, a significant fraction use streaming time series 
clustering as a subroutine. Below we will enumerate some 
representative examples. 
�  There has been much work on finding association rules in 

time series [9, 11, 15, 16, 20, 21, 30, 32, 26, 42, 45]. 
Virtually all work is based on the classic paper of Das et. al. 
that uses STS clustering to convert real valued time series 
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into symbolic values, which can then be manipulated by 
classic rule finding algorithms [9]. 

�  The problem of anomaly detection in time series has been 
generalized to include the detection of surprising or 
interesting patterns (which are not necessarily anomalies). 
There are many approaches to this problem, including 
several based on STS clustering [45].  

�  Indexing of time series is an important problem that has 
attracted the attention of dozens of researchers. Several of the 
proposed techniques make use of STS clustering [27, 33]. 

�  Several techniques for classifying time series make use of 
STS clustering to preprocess the data before passing to a 
standard classification technique such as a decision tree [7, 
8]. 

�  Clustering of streaming time series has also been proposed as 
a knowledge discovery tool in its own right. Researchers 
have suggested various techniques to speed up the clustering 
[11]. 

The above is just a small fraction of the work in the area, more 
extensive surveys may be found in [24, 35].  

3. DEMONSTRATIONS OF THE 
MEANINGLESSNESS OF STS CLUSTERING 
In this section we will demonstrate the meaninglessness of STS 
clustering. In order to demonstrate that this meaninglessness is a 
product of the way the data is obtained by sliding windows, and 
not some quirk of the clustering algorithm, we will also do whole 
clustering as a control [12, 31]. 

3.1 K-means Clustering  
Because k-means is a heuristic, hill-climbing algorithm, the 
cluster centers found may not be optimal [14]. That is, the 
algorithm is guaranteed to converge on a local, but not necessarily 
global optimum.  The choices of the initial centers affect the 
quality of results.  One technique to mitigate this problem is to do 
multiple restarts, and choose the best set of clusters [5]. An 
obvious question to ask is how much variability in the shapes of 
cluster centers we get between multiple runs. We can measure this 
variability with the following equation: 

�  Let ),...,,( 21 kaaaA � be the cluster centers derived from 

one run of k-means. 

�  Let ),...,,( 21 kbbbB �  be the cluster centers derived from a 

different run of k-means. 
�  Let ),( ji aadist  be the distance between two cluster 

centers, measured with Euclidean distance.   

Then the distance between two sets of clusters can be defined as: � �
kjbadistBAncedistacluster

k

i
ji �����	� 1,),(min),(_

1

     (1) 

The simple intuition behind the equation is that each individual 
cluster center in A should map on to its closest counterpart in B, 
and the sum of all such distances tells us how similar two sets of 
clusters are.  

An important observation is that we can use this measure not only 
to compare two sets of clusters derived for the same dataset, but 

also two sets of clusters which have been derived from different 
data sources. Given this fact, we propose a simple experiment.  

We performed 3 random restarts of k-means on a stock market 
data set, and saved the 3 resulting sets of cluster centers into set 
X. We also performed 3 random restarts on random walk dataset, 
saving the 3 resulting sets of cluster centers into set Y. 

We then measured the average cluster distance (as defined in 
equation 1), between each set of cluster centers in X, to each other 
set of cluster centers in X. We call this number 
within_set_X_distance. We also measured the average cluster 
distance between each set of cluster centers in X, to cluster centers 
in Y; we call this number between_set_X_and_Y_distance. 

We can use these two numbers to create a fraction: 

ancedistYandXsetbetween

ancedistXsetwithin

_____

___
 Y)ness(X,meaningful clustering 
  (2) 

We can justify calling this number “clustering meaningfulness”  
since it clearly measures just that. If the clustering algorithm is 
returning the same or similar sets of clusters despite different 
initial seeds, the numerator should be close to zero. In contrast, 
there is no reason why the clusters from two completely different, 
unrelated datasets to be similar.  Therefore, we should expect the 
denominator to be relatively large. So overall we should expect 
that the value of clustering meaningfulness(X,Y) should be close 
to zero when X and Y are sets of cluster centers derived from 
different datasets. 

As a control, we performed the exact same experiment, on the 
same data, but using subsequences that were randomly extracted, 
rather than extracted by a sliding window. We call this whole 
clustering. 

Since it might be argued that any results obtained were the 
consequence of a particular combination of k and w, we tried the 
cross product of k = { 3, 5, 7, 11}  and w = { 8, 16, 32} . For every 
combination of parameters we repeated the entire process 100 
times, and averaged the results. Figure 2 shows the results. 
 

Figure 2.  A comparison of the clustering meaningfulness for 
whole clustering and STS clustering, using k-means with a variety 
of parameters. The two datasets used were Standard and Poor's 
500 Index closing values and random walk data. 

The results are astonishing. The cluster centers found by STS 
clustering on any particular run of k-means on stock market 
dataset are not significantly more similar to each other than they 
are to cluster centers taken from random walk data! In other 
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words, if we were asked to perform clustering on a particular 
stock market dataset, we could reuse an old clustering obtained 
from random walk data, and no one could tell the difference! 

We reemphasize here that the difference in the results for STS 
clustering and whole clustering in this experiment (and all 
experiments in this work) are due exclusively to the feature 
extraction step. In particular, both are being tested on the same 
dataset, with the same parameters of w and k, using the same 
algorithm. 

We also note that the exact definition of clustering 
meaningfulness is not important to our results. In our definition, 
each cluster center in A maps onto its closest match in B. It is 
possible therefore that two or more cluster centers from A map to 
one center in B, and some clusters in B have no match. However, 
we tried other variants of this definition, including pairwise 
matching, minimum matching and maximum matching, together 
with dozens of other measurements of clustering quality suggested 
in the literature [14]; it simply makes no significant difference to 
the results. 

3.2 Hierarchical Clustering 
The previous section suggests that k-means clustering of STS time 
series does not produce meaningful results, at least for stock 
market data. An obvious question to ask is, is this true for STS 
with other clustering algorithms? We will answer the question for 
hierarchical clustering here. 

Hierarchical clustering, unlike k-means, is a deterministic 
algorithm. So we can’ t reuse the experimental methodology from 
the previous section exactly; however, we can do something very 
similar.  

First, we note that hierarchical clustering can be converted into a 
partitional clustering by cutting the first k links [29]. Figure 3 
illustrates the idea. The resultant time series in each of the k 
subtrees can then be merged into single cluster prototypes. When 
performing hierarchical clustering, one has to make a choice about 
how to define the distance between two clusters, this choice is 
called the linkage method (cf. line 4 of Table 1). 

 
 
 
 

 

Figure 3.  A hierarchical clustering of ten time series. The 
clustering can be converted to a k partitional clustering by 
“sliding”  a cutting line until it intersects k lines of the 
dendrograms, then averaging the time series in the k subtrees to 
form k cluster centers (gray panel). 

Three popular choices are complete linkage, average linkage and 
Wards method [14]. We can use all three methods for the stock 
market dataset, and place the resulting cluster centers into set X. 
We can do the same for random walk data and place the resulting 
cluster centers into set Y. Having done this, we can extend the 
measure of clustering meaningfulness in Eq. 2 to hierarchical 
clustering, and run a similar experiment as in the last section, but 
using hierarchical clustering. The results of this experiment are 
shown in Figure 4. 

 

Figure 4.  A comparison of the clustering meaningfulness for 
whole clustering and STS clustering using hierarchical clustering 
with a variety of parameters. The two datasets used were Standard 
and Poor's 500 Index closing values and random walk data. 

Once again, the results are astonishing. While it is well 
understood that the choice of linkage method can have minor 
effects on the clustering found, the results above tell us that when 
doing STS clustering, the choice of linkage method has as much 
effect as the choice of dataset! Another way of looking at the 
results is as follows.  If we were asked to perform hierarchical 
clustering on a particular dataset, but we did not have to report 
which linkage method we used, we could reuse an old random 
walk clustering and no one could tell the difference without re-
running the clustering for every possible linkage method.  
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3.3 Other Datasets and Algorithms 
The results in the two previous sections are extraordinary, but are 
they the consequence of some properties of stock market data, or 
as we claim, a property of the sliding window feature extraction? 
The latter is the case, which we can simply demonstrate. We 
visually inspected the UCR archive of time series datasets for the 
two time series datasets that appear the least alike [23]. The best 
two candidates we discovered are shown in Figure 5. 
 

Figure 5.  Two subjectively very dissimilar time series from the 
UCR archive. Only the first 1,000 datapoints are shown. The two 
time series have very different properties of stationarity, noise, 
periodicity, symmetry, autocorrelation etc. 

We repeated the experiment of Section 3.2, using these two 
datasets in place of the stock market data and the random walk 
data. The results are shown in Figure 6.  

 

Figure 6.  A comparison of the clustering meaningfulness for 
whole clustering and STS clustering, using k-means with a variety 
of parameters. The two datasets used were buoy_sensor(1) and 
ocean. 

In our view, this experiment sounds the death knell for clustering 
of STS time series. If we cannot easily differentiate between the 
clusters from these two vastly different time series, then how 
could we possibly find meaningful clusters in any data? 

In fact, the experiments shown in this section are just a tiny subset 
of the experiments we performed. We tested other clustering 
algorithms, including EM and SOMs [43]. We tested on 42 
different datasets [24, 26]. We experimented with other measures 
of clustering quality [14]. We tried other variants of k-means, 
including different seeding algorithms. Although Euclidean 
distance is the most commonly used distance measure for time 
series data mining, we also tried other distance measures from the 
literature, including Manhattan, L � , Mahalanobis distance and 
dynamic time warping distance [12, 24, 31]. We tried various 
normalization techniques, including Z-normalization, 0-1 
normalization, amplitude-only normalization, offset-only 
normalization, no normalization, etc. In every case we are forced 
to the inescapable conclusion: whole clustering of time series is 
usually a meaningful thing to do, but sliding window time series 
clustering is never meaningful.  

4. WHY IS STS CLUSTERING 
MEANINGLESS? 
Before explaining why STS clustering is meaningless, it will be 
instructive to visualize the cluster centers produced by both whole 
clustering and STS clustering. We will demonstrate on the classic 
Cylinder-Bell-Funnel data [26]. This dataset consists of random 
instantiations of the eponymous patterns, with Gaussian noise 
added. While each time series is of length 128, the onset and 
duration of the shape is subject to random variability. Figure 7 
shows one instance from each of the three clusters.   

 

Figure 7.  Examples of Cylinder, Bell, and Funnel patterns. 

We generated a dataset of 30 instances of each pattern, and 
performed k-means clustering on it, with k = 3. The resulting 
cluster centers are show in Figure 8. As one might expect, all 
three clusters are successfully discovered.  The final centers 
closely resemble the three different patterns in the dataset, 
although the sharp edges of the patterns have been somewhat 
“softened” by the averaging of many time series with some 
variability in the time axis. 
 

Figure 8.  The three final centers found by k-means on the 
cylinder-bell-funnel dataset.  The shapes of the centers are close 
approximation of the original patterns. 

To compare the results of whole clustering to STS clustering, we 
took the 90 time series used above and concatenated them into 
one long time series. We then performed STS k-means clustering. 
To make it easy for the algorithm, we use the exact length of the 
patterns (w = 128) as the window length, and k = 3 as the number 
of desired clusters. The cluster centers are shown in Figure 9.  
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Figure 9.  The three final centers found by subsequence 
clustering using the sliding window approach.   

The results are extraordinarily unintuitive! The cluster centers 
look nothing like any of the patterns in the data; what’s more, they 
appear to be perfect sine waves.  

In fact, for w << m, we get approximate sine waves with STS 
clustering regardless of the clustering algorithm, the number of 
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clusters, or the dataset used! Furthermore, although the sine waves 
are always exactly out of phase with each other by 1/k period, 
overall, their joint phase is arbitrary, and will change with every 
random restart of k-means. 

This result completely explains the results from the last section. If 
sine waves appear as cluster centers for every dataset, then clearly 
it will be impossible to distinguish one dataset’s clusters from 
another. Having demonstrated the inability of STS clustering to 
produce meaningful results, we have now revealed a new 
question: why do we always get cluster centers with this special 
structure?  

4.1 A Hidden Constraint 
To explain the unintuitive results above, we must introduce a new 
fact.  

Theorem 1: For any time series dataset T, if T is clustered 
using sliding windows, and w << m, then the mean of all the 
data (i.e. the special case of k = 1) will be an approximately 
constant vector. 

In other words, if we run STS k-means on any dataset, with k = 1 
(an unusual case, but perfectly legal), we will always end up with 
a horizontal line as the cluster center. The proof of this fact is 
straightforward but long, so we have elucidated it in a separate 
technical report [41].  

We content ourselves here with giving the intuition behind the 
proof, and offering a visual “proof”  in Figure 10.  

 

Figure 10: A visual “proof”  of Theorem 1. Ten time series of 
vastly different properties of stationarity, noise, periodicity, 
symmetry, autocorrelation, etc, are shown at left. The cluster 
centers for each time series, for w = 32, k = 1 are shown next to 
the data. Far right shows a zoom-in that illustrates just how close 
to a straight line the cluster centers are. While the objects have 
been shifted for clarity, they have not been rescaled in either axis; 
note the light gray circle in both graphs. The datasets used are, 
reading from top to bottom: Space Shuttle, Flutter, Speech, 
Power_Data, Koski_ecg, Earthquake, Chaotic, Cylinder, 
Random_Walk, and Balloon. 

The intuition behind Theorem 1 is as follows. Imagine an 
arbitrary datapoint ti somewhere in the time series T, such that w 

�
 

i 
�
 m – w + 1. If the time series is much longer than the window 

size, then virtually all datapoints are of this type. What 
contribution does this datapoint make to the overall mean of the 
STS matrix S? As the sliding window passes by, the datapoint first 
appears as the rightmost value in the window, then it goes on to 
appear exactly once in every possible location within the sliding 
window. So the ti datapoints contribution to the overall shape is 

the same everywhere and must be a horizontal line. Only those 
points at the very beginning and the very end of the time series 
avoid contributing their value to all w columns of S, but these are 
asymptotically irrelevant. The average of many horizontal lines is 
clearly just another horizontal line. 

The implications of Theorem 1 become clearer when we consider 
the following well documented fact. For any dataset, the weighted 
(by cluster membership) average of k clusters must sum up to the 
global mean. The implication for STS clustering is profound. If 
we hope to discover k clusters in our dataset, we can only do so if 
the weighted average of these clusters happen to sum to a constant 
line! However, there is no reason why we should expect this to be 
true of any dataset, much less every dataset. This hidden 
constraint limits the utility of STS clustering to a vanishing small 
set of subspace of all datasets.  

4.2 The Importance of Trivial Matches  
There are further constraints on the types of datasets where STS 
clustering could possibly work. Consider a subsequence Cp that is 
a member of a cluster. If we examine the entire dataset for similar 
subsequences, we should typically expect to find the best matches 
to Cp to be the subsequences …,Cp-2, Cp-1, Cp+1, Cp+2 ,… In other 
words, the best matches to any subsequence tend to be just 
slightly shifted versions of the subsequence. Figure 11 illustrates 
the idea, and Definition 4 states it more formally.  

Definition 4. Trivial Match: Given a subsequence C 
beginning at position p, a matching subsequence M beginning 
at q, and a distance R, we say that M is a trivial match to C of 
order R, if either p = q or there does not exist a subsequence 
M’  beginning at q’  such that D(C, M’ ) > R, and either q < q’< 
p or p < q’< q. 

The importance of trivial matches, in a different context, has been 
documented elsewhere [28]  
 

Figure 11: For almost any subsequence C in a time series, the 
closest matching subsequences are the subsequences immediately 
to the left and right of C. 

An important observation is the fact that different subsequences 
can have vastly different numbers of trivial matches. In particular, 
smooth, slowly changing subsequences tend to have many trivial 
matches, whereas subsequences with rapidly changing features 
and/or noise tend to have very few trivial matches. Figure 12 
illustrates the idea. The figure shows a time series that 
subjectively appears to have a cluster of 3 square waves. The 
bottom plot shows how many trivial matches each subsequence 
has. Note that the square waves have very few trivial matches, so 
all three taken together sit in a sparsely populated region of w-
space. In contrast, consider the relatively smooth Gaussian bump 
centered at 125. The subsequences in the smooth ascent of this 
feature have more than 25 trivial matches, and thus sit in a dense 
region of w-space; the same is true for the subsequences in the 
descent from the peak. So if clustering this dataset with k-means, 
k = 2, the two cluster centers will be irresistibly drawn to these 
two “shapes” , simple ascending and descending lines. 
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Figure 12: A) A time series T that subjectively appears to have a 
cluster of 3 noisy square waves. B) Here the i th value is the 
number of trivial matches for the subsequence Ci in T, where R = 
1, w = 64. 

The importance of this observation for STS clustering is obvious. 
Imagine we have a time series where we subjectively see two 
clusters: equal numbers of a smooth slowing changing pattern, 
and a noisier pattern with many features.  In w-dimensional space, 
the smooth pattern is surrounded by many trivial matches. This 
dense volume will appear to any clustering algorithm an 
extremely promising cluster center. In contrast, the highly 
featured, noisy pattern has very few trivial matches, and thus sits 
in a relatively sparse space, all but ignored by the clustering 
algorithm. Note that it is not possible to simply remove or “ factor 
out”  the trivial matches since there is no way to know beforehand 
the true patterns. 

We have not yet fully explained why the cluster centers for STS 
clustering degenerate to sine waves (cf Figure 9). However, we 
have shown that for STS “clustering” , algorithms do not really 
cluster the data. If not clustering, what are the algorithms doing? 
It is instructive to note that if we perform singular value 
decomposition on time series, we also get shapes that seem to 
approximate sine waves [25]. This suggests that STS clustering 
algorithms are simply returning a set of basis functions that can be 
added together in a weighted combination to approximate the 
original data.  

An even more tantalizing piece of evidence exists. In the 1920’s, 
“data miners”  were excited to find that by preprocessing their data 
with repeated smoothing, they could discover trading cycles. 
Their joy was shattered by a theorem by Evgeny Slutsky  (1880-
1948), who demonstrated that any noisy time series will converge 
to a sine wave after repeated applications of moving window 
smoothing [22]. While STS clustering is not exactly the same as 
repeated moving window smoothing, it is clearly highly related. 
For brevity we will defer future discussion of this point to future 
work. 

4.3 Is there a Simple Fix?  
Having gained an understanding of the fact that STS clustering is 
meaningless, and having developed an intuition as to why this is 
so, it is natural to ask if there is a simple modification to allow it 
to produce meaningful results. We asked this question, not just 
among ourselves, but also to dozens of time series clustering 
researchers with whom we shared our initial results. While we 
considered all suggestions, we discuss only the two most 
promising ones here. 

The first idea is to increment the sliding window by more than one 
unit each time. In fact, this idea was suggest by [9], but only as a 
speed up mechanism. Unfortunately, this idea does not help. If the 
new step size s is much smaller than w, we still get the same 

empirical results. If s is approximately equal to, or larger than w, 
we are no longer doing subsequence clustering, but whole 
clustering. This is not useful, since the choice of the offset for the 
first window is a critical parameter, and choices that differ by just 
one timepoint can give arbitrarily different results. 

The second idea is to set k to be some number much greater than 
the true number of clusters we expect to find, then do some post-
processing to find the real clusters. Empirically, we could not 
make this idea work, even on the trivial dataset introduced at the 
beginning of this section. We found that even if k is extremely 
large, unless it is a significant fraction of T, we still get arbitrary 
sine waves as cluster centers. In addition, we note that the time 
complexity for k-means increases with k.  

It is our belief that there is no simple solution to the problem of 
STS-clustering; the definition of the problem is itself intrinsically 
flawed.     

4.4 Necessary Conditions for STS Clustering 
to Work 
We conclude this section with a summary of the conditions that 
must be satisfied for STS clustering to be meaningful. 

Assume that a time series contains k approximately or exactly 
repeated patterns of length w. Further assume that we happen to 
know k and w in advance. A necessary (but not necessarily                                       
sufficient) condition for a clustering algorithm to discover the k 
patterns is that the weighted mean of the patterns must sum to a 
horizontal line, and each of the k patterns must have 
approximately equal numbers of trivial matches.  

It is obvious that the chances of both these conditions being met is 
essentially zero.  

5. A CASE STUDY ON EXISTING WORK  
As we noted in the introduction, an obvious counter argument to 
our claim is the following. “Since many papers have been 
published which use time series subsequence clustering as a 
subroutine, and these papers produce successful results, time 
series subsequence clustering must be a meaningful operation.”  
To counter this argument, we have reimplemented the most 
influential such work, the Time Series Rule Finding algorithm of 
Das et. al. [9] (the algorithm is not named in the original work, we 
will call it TSRF here for brevity and clarity). 

5.1 (Not) Finding Rules in Time Series 
The algorithm begins by performing STS clustering. The centers 
of these clusters are then used as primitives that are feed into a 
slightly modified version of a classic association rule algorithm 
[2]. Finally, the rules are ranked by their J-measure, an entropy 
based measure of their significance. 

The rule finding algorithm found the rules shown in Figure 13 
using 19 months of NASDAQ data. The high values of support, 
confidence and J-measure are offered as evidence of the 
significance of the rules. The rules are to be interpreted as 
follows. In Figure 13 (b) we see that “ if stock rises then falls 
greatly, follow a smaller rise, then we can expect to see within 20 
time units, a pattern of rapid decrease followed by a leveling 
out.”  [9]. 
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w d Rule Sup % Conf % J-Mea. Fig 
20 5.5 7 � 15 8 8.3 73.0 0.0036 (a) 

30 5.5 18 � 20 21 1.3 62.7 0.0039 (b)  
Figure 13: Above, two examples of “ significant”  rules found 
by Das et. al. (This is a capture of Figure 4 from their paper). 
Below, a table of the parameters they used and results they 
found. 

What would happen if we used the TSRF algorithm to try to find 
rules in random walk data, using exactly the same parameters? 
Since no such rules should exist by definition, we should get 
radically different results1. Figure 14 shows one such experiment; 
the support, confidence and J-measure values are essentially the 
same as in Figure 13!  
 

w d Rule Sup % Conf % J-Mea Fig 

20 5.5 11 � 15 3 6.9 71.2 0.0042 (a) 

30 5.5 24 � 20 19 2.1 74.7 0.0035 (b)  
Figure 14: Above, two examples of “ significant”  rules found in 
random walk data using the techniques of Das et. al. Below, we 
used identical parameters and found near identical results. 

This one experiment might have been an extraordinary 
coincidence; we might have created a random walk time series 
that happens to have some structure to it. Therefore, for every 
result shown in the original paper we ran 100 recreations using 
different random walk datasets, using quantum mechanically 
generated numbers to insure randomness [44]. In every case the 
results published cannot be distinguished from our results on 
random walk data.  

The above experiment is troublesome, but perhaps there are 
simply no rules to be found in stock market. We devised a simple 
experiment in a dataset that does contain known rules. In 
particular we tested the algorithm on a normal healthy 
electrocardiogram. Here, there is an obvious rule that one 
heartbeat follows another. Surprisingly, even with much tweaking 
of the parameters, the TSRF algorithm cannot find this simple 
rule.  

The TSRF algorithm is based on the classic rule mining work of 
Agrawal et.al. [2]; the only difference is the STS step. Since the 
work of [2] has been carefully vindicated in 100’s of experiments 
on both real and synthetic datasets, it seems reasonable to 

                                                                 
1 Note that the shapes of the patterns in Figures 13 and 14 are only very 

approximately sinusoidal. This is because the time series are relatively short 
compared the window length. When the experiments are repeated with longer time 
series, the shapes converge to pure sine waves. 

conclude that the STS clustering is at the heart of the problems 
with the TSRF algorithm.  

These results may appear surprising, since they invalidate the 
contributions of dozens of papers [9, 11, 15, 16, 17, 20, 21, 30, 
32, 36, 42, 45]. However, in retrospect, this result should not 
really be too surprising. Imagine that a researcher claims to have 
an algorithm that can differentiate between three types of Iris 
flowers (Setosa, Virginica and Versicolor) based on petal and 
sepal length and width [10]. This claim is not so extraordinary, 
given that it is well known that even amateur botanists and 
gardeners have this skill [6]. However, the paper in question is 
claiming to introduce an algorithm that can find rules in stock 
market time series. There is simply no evidence that any human 
can do this, in fact, the opposite is true: every indication suggests 
that the patterns much beloved by technical analysts such as the 
“calendar effect”  are completely spurious [19, 39].  

6. A TENTATIVE SOLUTION  
The results presented in this paper thus far are somewhat 
downbeat. In this section we modify the tone by introducing an 
algorithm that can find clusters in some streaming time series. 
This algorithm is not presented as the best way to find clusters in 
streaming time series; for one thing, its time complexity is 
untenable for massive datasets. It is simply offered as an existence 
proof that such an algorithm exists, and to pave the way for future 
research. 

Our algorithm is motivated by the two observations in Section 4 
that attempting to cluster every subsequence produces an 
unrealistic constraint, and that considering trivial matches causes 
smooth, low-detail subsequences to form pseudo clusters.  

We begin by considering motifs, a concept highly related to 
clusters. Motifs are overrepresented sequences in discrete strings, 
for example, in musical or DNA sequences [34]. Classic 
definitions of motifs require that the underling data be discrete, 
but in recent work the present authors have extended the 
definitions to real valued time series [28]. Figure 15 illustrates a 
visual intuition of a motif, and definition 5 defines the concept 
more concretely. 

 

Figure 15: An example of a motif that occurs 4 times in a short 
section of winding(4) dataset. 

Definition 5. K-Motifs: Given a time series T, a subsequence 
length n and a distance range R, the most significant motif in 
T (called 1-Motif) is the subsequence C1 that have the highest 
count of non-trivial matches. The Kth most significant motif in 
T (called K-Motif) is the subsequence CK that has the highest 
count of non-trivial matches, and satisfies D(CK, Ci) > 2R, for 
all  1 

�
  i < K . 

Although motifs may be considered similar to clusters, there are 
several important differences, a few of which we enumerate here. 
�  When mining motifs, we must specify an additional 

parameter R. 
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�  Assuming the distance R is defined as Euclidean, motifs 
always define circular regions in space, whereas clusters may 
have arbitrary shapes2. 

�  Motifs generally define a small subset of the data, and not the 
entire dataset. 

�  The definition of motifs explicitly eliminates trivial matches.  

Note that while the first two points appear as limitations, the last 
two points explicitly counter the two reasons that STS clustering 
cannot produce meaningful results. 

We cannot simply run a K-motif detection algorithm in place of 
STS clustering, since a subset of the motifs discovered might 
really be a group that should be clustered together.  For example, 
imagine a true cluster that sits in a hyper-ellipsoid.  It might be 
approximated by 2 or 3 motifs that cover approximately the same 
volume. However, we could run a K-motif detection algorithm, 
with K >> k, to extract promising subsequences from the data, 
then use a classic clustering algorithm to cluster only these 
subsequences.  This idea is formalized in Table 3. 

Algorithm motif-based-clustering 
1. Decide on a value for k. 
2. Discover the K-motifs in the data, for K = k �  c  

(c is some constant, in the region of about 2 to 30) 

3. Run k-means, or k partitional hierarchical clustering, or any 
other clustering algorithm on the subsequences covered by K-
motifs 

Table 3: An outline of the motif-based-clustering algorithm. 

Line two of the algorithm requires a call to a motif discovery 
algorithm; such an algorithm appears in [28]. 

6.1 Experimental Results 
We have seen in Section 6 that the clusters centers returned by 
STS have been mistaken for meaningful clusters by many 
researchers. To eliminate the possibility of repeating this mistake, 
we will demonstrate the proposed algorithm on the dataset 
introduced in Section 4, which consists of the concatenation of 30 
examples each of the Cylinder, Bell, Funnel shapes in random 
order. We would like our clustering algorithm to be able to find 
clusters centers similar to the ones shown in Figure 8. 

We ran the motif based clustering algorithm with w = 128, and k = 
3, which is fair since we also gave these two correct parameters to 
all the algorithms above. We needed to specify the value of R; we 
did this by simply examining a fraction of our dataset, finding ten 
pairs of subsequences we found to be similar, measuring the 
Euclidean distance between these pairs, and averaging the results. 
The cluster centers found are shown in Figure 16. 

 

Figure 16: The cluster centers found by the motif-based-
clustering algorithm on the concatenated Cylinder-Bell-Funnel 
dataset. Note the results are very similar to the prototype shapes 
shown in Figure 7, and the cluster centers found by the whole 
matching case, shown in Figure 8.  

                                                                 
2 It is true that k-means favors circular clusters, but more generally, 

clustering algorithms can define arbitrary spaces.   

These results tell us that on at least some datasets, we can do 
meaningful streaming clustering. The fact that this is achieved by 
working with only a subset of the data, and explicitly excluding 
trivial matches, further supports our explanations in Sections 4.1 
and 4.2, of why STS clustering is meaningless. 

7. CONCLUSIONS  
We have shown that a popular technique for data mining does not 
produce meaningful results. We have further explained the 
reasons why this is so.  

Although our work may be viewed as negative, we have shown 
that a reformulation of the problem can allow clusters to be 
extracted from streaming time series. In future work we intend to 
consider several related questions; for example, whether or not the 
weaknesses of STS clustering described here have any 
implications for model-based, streaming clustering of time series, 
or streaming clustering of nominal data [13]. 
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2. SIMILARITY-BASED SEARCH OVER
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3. TWO IMPORTANT STATISTICS FOR
OPTIMIZING CONTINUOUS QUERIES
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ABSTRACT
We analyze expression matrices to identify a priori interest-
ing sets of genes, e.g., genes that are frequently co-regulated.
Such matrices provide expression values for given biologi-
cal situations (the lines) and given genes (columns). The
frequent itemset (sets of columns) extraction technique en-
ables to process di±cult cases (millions of lines, hundreds
of columns) provided that data is not too dense. However,
expression matrices can be dense and have generally only
few lines w.r.t. the number of columns. Known algorithms,
including the recent algorithms that compute the so-called
condensed representations can fail. Thanks to the proper-
ties of Galois connections, we propose an original technique
that processes the transposed matrices while computing the
sets of genes. We validate the potential of this framework
by looking for the closed sets in two microarray data sets.

1. INTRODUCTION
We are now entering the post-genome era and it seems ob-
vious that, in a near future, the critical need will not be to
generate data, but to derive knowledge from huge data sets
generated at very high throughput. Di®erent techniques (in-
cluding microarrays and SAGE) enable to study the simulta-
neous expression of (tens of) thousands of genes in various
biological situations. The data generated by those exper-
iments can then be seen as expression matrices in which
the expression level of genes (the columns) are recorded in
various biological situations (the lines). Various knowledge
discovery methods can be applied on such data, e.g., the
discovery of sets of co-regulated genes, also known as synex-
pression groups [12]. These sets can be computed from the
frequent sets in the boolean matrices coding for the expres-
sion data (see Table 1).

One attribute ai is attributed the value true (1) to represent
the over- (or under-) expression of gene i in that particular
situation.

Discretization procedures (true is assigned above a thresh-
old value) are used to derive boolean matrices from a raw
expression matrix. Discretization can obviously have a large
in°uence on the nature of the extracted sets. It is thus es-
sential that, in exploratory contexts, one can study di®erent
threshold values and proceed with a large number of analy-
sis.

What we would like to do is to compute all sets of genes that
have the true value in a su±cient number (frequency thresh-
old) of biological situations. Extracting frequent sets is one
of the most studied data mining techniques since the de-
scription of the Apriori algorithm [1] and tens of algorithms
have been published. Nevertheless, the gene expression ma-
trices, obtained through microarrays, raise new di±culties,
due to their “pathological” dimensions (i.e. few lines and a
huge number of columns). This is a very di±cult problem
since the overall complexity is exponential in the number of
genes. Furthermore the size of the solutions (i.e. collection
of extracted sets) is huge whatever the frequency threshold
since there is a very limited number of lines.

In Section 2, we present the problems raised by the extrac-
tion of frequent sets. Section 3 proposes a solution that com-
bines the power of the closed set extraction with an original
use of the properties of the Galois connection [17; 9]. In Sec-
tion 4 we provide experimental results on two matrices built
from microarray data [2; 16]. It establishes the spectacular
gains allowed by our approach. Section 5 concludes.

2. FREQUENT SET EXTRACTION

2.1 De£nitions
Let S denote a set of biological situations and A denote a set
of attributes. In the example from Table 1, S = {s1, . . . s5}
and A = {a1, . . . a10}. Each attribute denotes a property
about the expression of a gene. The encoded expression data
is represented by the matrix of the binary relation R ⊂ S£A
de¯ned for each situation and each attribute. (si, aj) ∈ R
denotes that situation i has the property j, i.e., that gene j is
over-expressed or under-expressed in situation i. A database
r to be mined is thus a 3-tuple (S,A, R). LA = 2A is the
power set of attributes. For the sake of clarity, sets of at-
tributes are often called sets of genes. LS = 2S is the power
set of situations.

De¯nition 1. Given T µ S and X µ A, let f(T ) = {a ∈
A | ∀s ∈ T, (s, a) ∈ R} and g(X) = {s ∈ S | ∀a ∈ X, (s, a) ∈
R}. f provides the set of over-expressed or under-expressed
genes that are common to a set of situations and g provides
the set of situations that share a given set of attributes (ex-
pression properties). (f, g) is the so-called Galois connection
between S and A. We use the classical notations h = f ◦ g
and h′ = g ◦ f to denote the Galois closure operators.
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Attributes
Situations a1 a2 a3 a4 a5 a6 a7 a8 a9 a10

s1 1 1 1 1 0 1 1 0 0 0
s2 1 1 1 1 0 0 0 0 1 1
s3 1 1 1 1 0 0 0 0 1 1
s4 0 0 0 0 1 1 1 1 1 1
s5 1 0 1 0 1 1 1 1 0 0

Table 1: Example of a boolean matrix r1

De¯nition 2. A set of genes X µ A is closed i® h(X) =
X. We say that X satis¯es the CClose constraint in r:
CClose(X, r) ≡ h(X) = X. A set of situations T µ S is
closed i® h′(T ) = T .

De¯nition 3. The frequency of a set of genes X µ A de-
noted F(X, r) is the size of g(X). Constraint Cfreq enforces
a minimal frequency: Cfreq(X, r) ≡ F(X, r) ¸ ° where ° is
the user-de¯ned frequency threshold.

Example 1. Given r1, we have F({a1, a3, a5}) = 1 and
F({a1, a2}) = 3. If ° = 3, {a9, a10} and {a1, a2, a3, a4}
satisfy Cfreq in r1 but {a1, a5} does not. h({a1, a2}) in r1 is
f(g({a1, a2})) = f({s1, s2, s3}) = {a1, a2, a3, a4}. {a1, a2}
does not satisfy CClose in r1 but {a1, a2, a3, a4} satis¯es it.

Mining task. We want to compute the collection of the
frequent sets of genes FS = {ϕ ∈ LA | Cfreq(ϕ, r) satis¯ed}
where Cfreq is the minimal frequency constraint and r is a
boolean expression matrix. Furthermore, we need the fre-
quencies of each frequent itemset to, e.g., derive interesting
association rules from them.

The closure of a set of genes X, h(X), is the maximal (w.r.t.
set inclusion) superset of X which has the same frequency
than X. A closed set of genes is thus a maximal set of genes
whose expression properties (true values) are shared by a
set of situations. E.g., the closed set {a1, a3} in the data of
Table 1, is the largest set of genes that are over-expressed
(or under-expressed) simultaneously in situations s1, s2, s3

and s5.

The concept of free set has been introduced in [7] as a special
case of the ±-free sets and has been proposed independently
in [3] under the name of key pattern. This concept char-
acterizes the closed set generators [13] but is also useful for
non redundant association rule computation (see, e.g., [5]
for an illustration).

De¯nition 4. A set of genes X µ A is free i® X is not
included in the closure (i.e., h = f ◦ g) of one of its strict
subsets. We say that X satis¯es the Cfree constraint in r. An
alternative de¯nition is that X is free in r i® the frequency
of X in r is strictly lower than the frequency of every strict
subset of X.

Example 2. {a1, a6} satis¯es Cfree in r1 but {a1, a2, a3}
does not.

It is easy to adapt these de¯nitions to sets of situations.
An important result is that the closures of the free sets are
closed sets. The size of the collection of the free sets is, by
construction, greater or equal to the size of the collection of
the closed sets (see, e.g., [8]).

It is well known that LA can be represented by a lattice
ordered by set inclusion. On top of the lattice, we have the

empty set, then the singletons, the pairs, etc. The last level
for our example from Table 1 contains the unique set of size
10. A classical framework [11; 10] for an e±cient exploration
of such a search space is based on the monotonicity of the
used constraints w.r.t. the specialization relation, i.e., set
inclusion.

De¯nition 5. A constraint C on sets is said anti-monotonic
when ∀X, X ′: (X ′ µ X ∧X satis¯es C) ⇒ X ′ satis¯es C. A
constraint C is said monotonic when ∀X, X ′: (X µ X ′ ∧X
satis¯es C) ⇒ X ′ satis¯es C.

Example 3. Cfreq, Cfree and Cfreq∧Cfree are anti-monotonic.
Csize(X) ≡ |X| > 3 is monotonic.

The negation of a monotonic (resp. anti-monotonic) con-
straint is an anti-monotonic (resp. monotonic) constraint.
Anti-monotonic constraints can be pushed e±ciently into
the extraction process: when a set X does not satisfy an
anti-monotonic constraint, we can prune large parts of the
lattice since no superset of X can satisfy it. For instance,
the Apriori algorithm [1] computes all the frequent sets
by a levelwise search on the lattice, starting from the most
general sentences (the singletons) until it reaches the most
speci¯c sentences that are frequent (the maximal frequent
sets w.r.t. set inclusion). Apriori and its variants work well
on very large boolean matrices (millions of lines, hundreds
or thousands of columns) that are not dense and for lowly
correlated data. Notice that such algorithms have to count
the frequency of at least every frequent set.

2.2 Extraction tractability
The computation of sets that satisfy a given constraint C is
a very hard problem. Indeed, as soon as we have more than
a few tens of columns, only a quite small subset of the search
space can be explored. Then, the size of the solution, i.e., the
collection of the sets that satisfy C can be so huge that none
algorithm can compute them all. When the used constraint
is Cfreq, it is possible to take a greater frequency threshold
to decrease a priori the size of the solution and thus provide
the whole collection of the frequent sets. The used threshold
can however be disappointing for the biologist: extracted
patterns are so frequent that they are already known.

In the expression matrices we have to analyze, the number
of the frequent sets can be huge, whatever is the frequency
threshold. It comes from the rather low number of lines
and thus the small number of possible frequencies. Clearly,
Apriori and its variants can not be used here. Since we need
for the frequencies of every frequent set, e.g., for deriving
valid association rules, algorithms that compute only the
maximal frequent itemsets, e.g., [4] do not solve the problem.

We decided to investigate the use of the so-called condensed

representations of the frequent sets by the frequent closed
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sets, i.e., CFS = {ϕ ∈ LA | Cfreq(ϕ, r)∧CClose(ϕ, r) satis¯ed}
because FS can be e±ciently derived from CFS [13; 6].
CFS is a compact representation of the information about
every frequent set and its frequency. Furthermore, sev-
eral recent algorithms can compute e±ciently the frequent
closed sets [13; 7; 8; 14; 18; 3]. To be e±cient, these al-
gorithms can not use the properties of CClose which is nei-
ther anti-monotonic nor monotonic. However, we can com-
pute the frequent free sets and provide their closures, i.e.,
{h(ϕ) ∈ LA | Cfreq(ϕ, r) ∧ Cfree(ϕ, r) satis¯ed} [7; 8; 3]. The
lattice is still explored levelwise. At level k, the data is
accessed to compute the frequency and the closure of each
candidate set. The infrequent sets can be pruned. Thanks
to pruning at level k-1, the frequent sets are free sets. Can-
didates for the next level can be generated from two free sets
(using an Apriori-like generation procedure [1]) and can-
didates for which at least one subset is not frequent (Cfreq
is violated) or that are included in the closure of one their
subsets (i.e., Cfree is violated) are pruned before the next
iteration can start. At the end, we compute h(X) for each
frequent free set that has been extracted. It turns out that
the anti-monotonicity of a constraint like Cfreq∧Cfree is used
in two phases. First (Criterion 1), we avoid the computa-
tion of supersets that do not satisfy the constraint thanks to
the Apriori-like generation procedure. Next (Criterion 2),
we prune the sets for which some subsets do not satisfy the
constraint. The number of pruned candidates in the second
phase, i.e., failures for Criterion 2, can be huge for matrices
with a number of lines that is small w.r.t. the number of
columns and it can lead to intractable extractions. In other
terms, even though these approaches have given excellent
results on large matrices for transactional data (e.g., corre-
lated and dense data in WWW usage mining applications),
they can fail on expression matrices because of their “patho-
logical” dimensions. Furthermore, we want to enable the use
of various discretization procedures and thus the analysis of
more or less dense matrices. It appears crucial to us that we
can achieve a breakthrough w.r.t. extraction intractability
and it has lead to the following original method.

3. A NEW METHOD
We have considered the extraction from a transposed matrix
using the Galois connection to infer the results that would
have been extracted from the initial matrix. Indeed, one can
associate to the lattice on genes the lattice on situations.
Elements from these lattices are linked by the Galois opera-
tors. The Galois connection gives rise to concepts [17] that
associate sets of genes with sets of situations, or in the trans-
posed matrix, sets of situations with sets of genes. When we
have only few situations and many genes, the transposition
enables to reduce the complexity of the search.

De¯nition 6. If X ∈ LA and T ∈ LS , we consider the
so-called concepts (X, T ) where T = g(X) and X = f(T ).
By construction, concepts are built on closed sets and, each
closed set of genes (resp. situations) is linked to a closed set
of situations (resp. genes).

De¯nition 7. The concept theory w.r.t. r, L = LA £
LS , and a constraint C is denoted Thc(L, r, C). It is the
collection of concepts (X, T ) such that X ∈ {ϕ ∈ LA |
C(ϕ, r) satis¯ed}.

On Figure 1, we provide the so-called Galois lattice for the
concepts in the data from Table 1. The specialization re-
lation on the sets of genes which is oriented from the top
towards the bottom of the lattice is now associated to a spe-
cialization relation on sets of situations which is oriented in
the reverse direction. Indeed, if X ⊂ Y then g(X) ¶ g(Y ).

The collection of the maximally speci¯c sets of genes (e.g.,
the maximal frequent itemsets) has been called the positive
border in [10]. A dual concept is the one of negative border,
i.e., the minimally general sets (e.g., the smallest infrequent
sets whose every subset is frequent). The lattice is thus
split in two parts. On the top, we have the solution which
is bordered by the positive border. On the bottom, we have
the sets that do not belong to the solution. The minimal
elements of this part constitute the negative border. This
duality is interesting: borders are related to a specialisa-
tion relation and an anti-monotonic constraint. The bottom
part of the lattice can be considered as the solution for the
negated constraint, the former positive border becomes the
negative border and vice versa.

On the Galois lattice, it is possible to perform two types
of extraction: one on the gene space (1), starting from the
top of the lattice and following the specialisation relation
on the genes, and the other one on the biological situations
(2), starting from the bottom of the lattice and following the
specialisation relation on the situations. We now de¯ne the
matrix transposition for a matrix r, the constraint transpo-
sition for a constraint C and we state the central result of
the complementarity of the extractions.

De¯nition 8. If r = (S,A, R) is an expression matrix, the
transposed matrix is t

r = (A,S, tR) where (a, s) ∈ tR ⇐⇒
(s, a) ∈ R.

Whereas the matrix transposition is quite obvious, it is not
the same for the transposition of constraints. In the case
of the minimal frequency constraint Cfreq, the dual notion
of the frequency for the sets of genes is the length of the
corresponding sets of situations.

De¯nition 9. Let C be a constraint on LA, its transposed
constraint tC is de¯ned on LS by ∀T ∈ LS , tC(T, r) ⇐⇒
C(f(T ), r) where f is the Galois operator. Thus, tCfreq(T, r) ≡
|T | ¸ ° if ° is the frequency threshold for Cfreq.

With respect to gene specialization, tC is monotonic (resp.
anti-monotonic) if C is monotonic (resp. anti-monotonic).
However, if C is anti-monotonic (e.g., Cfreq) following the
gene specialization relation, tC is monotonic according to
the specialization relation on the situations: it has to be
negated to get an anti-monotonic constraint that can be use
e±ciently.

Property 1. If C is anti-monotonic w.r.t. gene specializa-
tion, then ¬tC is anti-monotonic w.r.t. situation specializa-
tion.

We have an operation for the transposition of the data and
a new anti-monotonic constraint w.r.t. to the specializa-
tion relation on the situations. However, to obtain this new
anti-monotonic constraint, we had to transpose the original
constraint and take its negation: the new extraction turns
to be complementary to the collection we would get with
the standard extraction.
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Figure 1: A Galois lattice
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De¯nition 10. Given t
r and ¬tC, the transposed theory

Thc(L, t
r,¬tC) is the transposition of Thc(L, r, C).

Property 2. The concept theory Thc(L, r, C) and its trans-
posed theory Thc(L, t

r,¬tC) are complementary w.r.t. the
whole collection of concepts.

Example 4. On the data from Table 1, the sets of genes
with a frequency of at least 3 are {a1, a3}, {a6, a7}, {a9, a10},
and {a1, a2, a3, a4}. A closed set of genes has a frequency
greater than 3 if the size of the corresponding situation set
is greater than 3. When taking the negation of this con-
straint, we look for the sets of situations whose size are at
most 3 (anti-monotonic constraint w.r.t. the situation spe-
cialization). The sets {s1, s5}, {s4, s5} and {s2, s3} are ex-
tracted. Clearly, the two collections are complementary (see
Figure 2).

The correctness of this extraction method for ¯nding the
closed sets of genes from the extractions on transposed ma-
trices relies on this complementary property. Due to the lack
of space, we consider only a straightforward application of
this framework that concerns the computation of concepts.

If we compute the closed sets from the gene space, the Ga-
lois connection allows to infer the closed sets of situations.
Reciprocally, the extraction on the transposed matrix pro-
vides the closed sets on the situations and we can infer the
closed sets of genes. Thus, the same collection of closed
sets can be extracted from a matrix or its transposed. The
choice between one or the other method can be guided by
the dimension of the matrix. On the data from Table 1, the
smallest dimension concerns the situations (5 elements) and
it leads to 25 = 32 possible sets. Among these 32 elements,
only 10 are closed. However extracting the closed sets from
the original matrix, which contains 10 columns, leads to a
search space of 210 = 1024 sets of genes whereas there is still
10 closed sets. To compute the closed sets, we output the
closures of the free sets. This is an e±cient solution since
Cfree is anti-monotonic. Several free sets can however gen-
erate the same closed set. On the data from Table 1, the
free set extraction provides 41 sets which generate the 10
closed sets, whereas the transposed matrix extraction pro-
vides only 17 free sets. We provide real examples in the next
section.

4. APPLICATIONS
We have been working on data sets produced with cDNA mi-
croarrays at the Stanford Genome Technology Center (Paolo
Alto, CA 94306, USA). The ¯rst data set is described in [16].
It concerns the study of human insulino-resistance. From 6
cDNA microarrays (around 42 557 spots for 29 308 Uni-
Gene clusters), a typical preprocessing for microarray data
has given an expression matrix with 6 lines (situations) and
1 065 columns (genes). It is denoted as the inra matrix.
The second data set concerns gene expression during the
development of the drosophila [2]. With the same kind of
preprocessing, we got an expression matrix with 162 lines
and 1 230 columns denoted droso. To derive boolean ma-
trices, we have encoded the over-expression of genes: for
each gene i, we have computed a threshold ¾i under which
the attribute boolean value is false, and true otherwise. Dif-
ferent methods can be used for the de¯nition of threshold ¾i

and we have done as follows [2]: ¾i = Maxi £ (1¡ ¾ discr)
where Maxi is the maximal expression value for gene i and
¾ discr is a parameter that is common to every genes.

We used the prototype mv-miner implemented by F. Ri-
oult and have extracted the closed sets under the frequency
threshold 1 to get all of them. These experiments have been
performed on a 800MHz processor with RAM 4GB and 3GB
for swap (linux operating system). We have used parameter
¾ disc to study the extraction complexity w.r.t. the density
of the boolean matrices (ratio of the number of true values
on the number of values).

First, we compare the extraction in inra and tinra for a
given value of ¾ disc (Table 2).

We have 41 closed sets in these boolean matrices. The free
set extraction on inra provides 667 831 free sets of genes
whereas the extraction on tinra provides 42 free sets of sit-
uations. In Section 2.2, we have seen that algorithms use
anti-monotonic constraints in two ways. Criterion 1 avoids
to generate some candidates that would have to be pruned.
Criterion 2 enables to prune candidates for which the con-
straint is not satis¯ed. Checking Criterion 2 is expensive
because it needs to store the sets and check the properties
of all their subsets. Table 2 provides the number of sets
(for each level in the levelwise search) which satisfy these
two criteria and the number of sets that have been exam-
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Figure 2: Complementarity of the extractions
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Table 2: Failure/success in pruning for inra and tinra
tinra inra

size success failure success failure
1 6 0 777 0
2 15 0 172 548 128 928
3 16 4 2 315 383 4 713 114
4 6 9 2 965 726 9 371 325
5 0 2 0 1 544 485

Total 43 15 5 454 434 15 757 852
Nb free sets 42 667 831

Nb closed sets 41

ined when processing inra and tinra. Extraction in tinra

is clearly more e±cient. Not only it provides less candidate
sets to test (43 vs. 5 454 434) but also it leads to far less
failures: 15 vs. 15 757 852.

We have performed experiments on the two microarray data
sets for various discretization thresholds. Considering droso,
Table 3 shows that extraction becomes feasible for larger
densities. It enables that the biologist explore alternatives
for discretizations.

Results on inra con¯rm the observations (see Table 4). The
di®erence between standard extraction and transposed ma-
trix extraction is even more spectacular. Indeed, extraction
time on the transposed matrix can become negligible w.r.t.
the standard extraction time (e.g., 120 ms vs. 368 409 ms).
Notice that the number of free sets of genes can be very large
w.r.t. the number of closed sets to be found, e.g., 51 881 free
sets for only 34 closed sets.

Also, the method has been applied on very large expres-
sion matrices derived from human SAGE data (matrix 90£
12 636) [15]. In these matrices and for di®erent discretiza-
tion techniques, none of the standard extractions have been
tractable while extractions on the transposed matrix have
been easy.

5. USING THE CLOSED SETS
An algorithm like mv-miner takes a boolean matrix and pro-
vides the free sets on the columns and the closed sets on both
the lines and the columns with their frequencies in the data.
From the closed sets of genes and their frequencies, it is in-

deed possible to select the frequent closed sets provided a
frequency threshold. When using Cfreq with ° > 1, it is pos-
sible to use its transposed constraint and make use of the
transposed extractions.

Let us discuss informally how to use the closed sets to derive
some knowledge. It is possible to regenerate the whole col-
lection of the frequent sets of genes (resp. situations) from
the frequent closed sets of genes (resp. situations). So, the
multiples applications of the frequent itemsets are available
(e.g., association rule mining, class characterization, some
types of clustering, approximation of the joint distribution).
Notice also that the extracted collections can be represented
as concepts [17] and thus many knowledge discovery tasks
based on concept lattices can be considered.

It is quite possible that the number of frequent sets of genes
is too huge and that a “blind” regeneration process is not
feasible. It is possible to ¯lter at regeneration time, e.g., to
take into account some syntactical constraints on the sets
of interests. Notice also that the free sets that have been
proved useful for non redundant association rule computa-
tion are missing. When mining the transposed matrix, we
get the free sets on situations but not the free sets on genes.

Let us however sketch typical uses of the extracted patterns.
Part of this has been already validated on SAGE data anal-
ysis in [5]. It is useful to look at the patterns extracted
after several discretizations on the same expression matrix.
These extractions can provide di®erent sets of co-regulated
genes for the same expression data. So, after such compu-
tations, the biologist want to compare di®erent closed set
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Table 3: Results for the drosophila data
¾ discr density time (ms) nb free sets nb closed sets

tdroso 0.02 0.08 160 965 434
droso 0.02 0.08 1 622 5 732 434
tdroso 0.075 0.015 420 3 667 1 508
droso 0.075 0.015 35 390 60 742 1 508
tdroso 0.1 0.019 721 6 890 2 569
droso 0.1 0.019 146 861 162 907 2 569
tdroso 0.15 0.032 4 526 36 309 10 447
droso 0.15 0.032 failure - -
tdroso 0.2 0.047 36 722 410 666 4 6751
droso 0.2 0.047 failure - -
tdroso 0.25 0.067 455 575 1 330 099 259 938
droso 0.25 0.067 failure - -
tdroso 0.3 0.09 failure - -
droso 0.3 0.09 failure - -

collections, looking at the common patterns, the dissimilari-
ties, etc. Browsing these collections of closed sets can lead to
the selection of some of them, e.g., the one that are almost
always extracted.

Then, the biologists can select some concepts for an in-
depth study of the interactions between the involved genes.
Clearly, one objective criterion for selection can be based on
the frequency. One important method concerns the use of
information sources about gene functions. Quite often, one
of the ¯rst post-processing is to look for the homogeneity
of the sets (e.g., they all share the same function). It is
then quite interesting to focus on almost homogeneous sets
of genes and look at the outliers. This approach has been
used in the SAGE data analysis described in [5] and has
provided a valuable result: one EST (Expressed Sequence
Tag) was always co-regulated with a set of around 20 genes
that had the same function and it is reasonable to suspect
that this EST has that function. For this type of post-
processing, it is possible to use the various ontologies that
are available, e.g., http://www.geneontology.org/, and, e.g.,
study the homogeneity of the selected sets of genes at dif-
ferent levels (biological process, molecular function, cellular
function).

Last but not the least, the biologist can chose a given closed
set of genes X and then project the original expression ma-
trix on X. Since the size of a closed set will be generally
small w.r.t. the size of whole collection of genes, it is then
possible to mine this restricted matrix. For instance, it be-
comes possible to extract the whole collection of non redun-
dant association rules (free sets of genes in the left-hand
side) from this non transposed restricted matrix.

6. CONCLUSION
We have been studying the extraction of groups of genes
found to be frequently co-regulated in expression matrices.
This type of data raises di±cult problems due to the huge
size of the search space and to the huge size of the solutions.
In [5], it has been shown that the use of condensed represen-
tations as described in e.g. [6; 7], was useful, at least when
the number of biological situations is not too small in light of
the number of genes. Unfortunately this situation is rarely
observed in most of the available gene expression data. We
therefore explored the possibility to process the transposed

matrices by making use of properties of the Galois connec-
tions. This resulted in a very spectacular improvement of
the extraction procedure, allowing to work in context where
previous approaches failed. [5] has validated the interest of
frequent closed sets in biological terms on a reduced set of
genes. We are pretty con¯dent that given the algorithmic
breakthrough, biological signi¯cant information will be ex-
tracted from the expression data we have to mine. We are
furthermore exploring the transposition of other constraints.
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ABSTRACT
Given a known protein sequence, predicting its secondary
structure can help understand its three-dimensional (ter-
tiary) structure, i.e., the folding. In this paper, we present
an approach for predicting protein secondary structures. Dif-
ferent from the existing prediction methods, our approach
proposes an encoding schema that weaves physio-chemical
information in encoded vectors and a prediction framework
that combines the context information with secondary struc-
ture segments. We employed Support Vector Machine (SVM)
for training the CB513 and RS126 data sets, which are col-
lections of protein secondary structure sequences, through
sevenfold cross validation to uncover the structural differ-
ences of protein secondary structures. Hereafter, we apply
the sliding window technique to test a set of protein se-
quences based on the group classification learned from the
training set. Our approach achieves 77.8% segment overlap
accuracy (SOV) and 75.2% three-state overall per-residue
accuracy (Q3), which outperform other prediction methods.

General Terms
Design, Experimentation

Keywords
Protein structure prediction, protein secondary structure,
SVM, encoding schema

1. INTRODUCTION
Understanding the function and the physiological role of
proteins is a fundamental requirement for the discovery of
novel medicines and protein-based products with medical
and industrial applications. To enhance their understand-
ing, many researchers focus on the functional analysis of
genome these days. This functional analysis is a difficult
problem, and the determination of protein three-dimensional
structures is essential in the analysis of the genome func-
tions. A protein three-dimensional structure can help un-
derstand its function. Unfortunately, it happens that three-
dimensional protein structures cannot be accurately pre-
dicted from protein (amino acid) sequences. An interme-
diate, but useful and fundamental, alternative step is to
predict protein secondary structures since a protein three-

dimensional structure results partially from its secondary
structure.

The protein secondary structures can be categorized into
several states: a-helix (H), 310 helix (G), pi helix (I), iso-
lated β-bridge (B), extended β-strand (E), hydrogen bonded
turn (T), bend (S) and random coil (-) [1]. In the previous
work on predicting protein secondary structures, researchers
focused on classifying these states into three consolidated
classes: helix, strand and coil classes, among which the he-
lix and strand classes are the major repetitive secondary
structures [11]. These days the number of known protein
sequences has far exceeded the number of known protein sec-
ondary structures, which have been obtained through chem-
ical and biological methods such as the crystallography and
NMR methods [14], and the rapid pace of the discovery of
genomic sequences has further widened the gap. Thus, com-
putational tools for predicting protein secondary structures
from protein sequences are needed and they are essential in
narrowing the widening gap [14]. After four decades of re-
search work, the prediction of the secondary structures has
not yet attained the satisfying accuracy rate. (See Table 1.)

The secondary structure prediction methods developed in
the past [8; 17; 19] use local information of a single se-
quence, but they exhibit major drawbacks. For example,
the accuracy measures (Q3) on these methods are relatively
low (57% for the 1st generation and 63% for the 2nd gener-
ation). A usual criticism on using the neural network pre-
diction approach [17] is that the methods are “black boxes.”
The neural network approach may be an effective classifier;
however, it is hard to explain why a given pattern is classi-
fied as a helix rather than a strand, and thus it is difficult to
derive a conclusion on the merit of the approach. Recently, a
more promising approach on solving the predicting problem
appears in [7]. Hua et al. introduce a prediction approach
based on the SVM [18], which separated the input data, i.e.,
the protein secondary structure segments, into two classes
to uncover the protein secondary structural classes.

However, most of the existing works did not consider the
roles of physio-chemical properties of each amino acid residue,
and to our best knowledge, none of them consider the roles
of contexts of helices, strands, or coils in protein sequences
which results in the lower accuracy prediction. Our predic-
tion approach builds up an encoding schema that weaves the
properties of different chemical groups into secondary struc-
ture segments and a two dimensional prediction framework

that considers not only interested segments themselves (e.g.
helices and strands) but also the contexts of those interested
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Table 1: Prediction of protein secondary structures during the three generations
1st Generation 2nd Generation 3rd Generation

Time Period 1960s - 1970s 1980s 1990s
Standard Method GOR1 [8] GOR3 [13; 19] PHD [17]
Approach Statistical Local Interactions Homologous Protein

Information Among Amino Acids Sequences
Prediction Accuracy (Q3) 57% 63% 72%

segments. Encoding schema includes: (i) n-gram for deter-
mining the length of training segments, (ii) cardinal vectors
for catching similar physio-chemical properties of amino acid
residues, and (iii) probability of different residues for cap-
ture the tendency of a residue location has a conformation
of helical (strand or coil) structure, while two dimensional
prediction framework uses sliding window technique to ex-
haustively exam all the possible protein sequence segments
and synthesizes classifiers derived from the helical (strand or
coil) segments and context segments to the final prediction.

We use two data sets CB513 [3] and RS126 [16], which con-
tain 513 and 126 sequences of protein secondary structures,
respectively, that have been discovered by using different
chemical and biological experiments and employ SVM to
train samples (segments) in the data sets. Hereafter, we
use the two dimensional prediction framework to compare
each predicted segments with known protein classes. Our
prediction approach gets encouraging experimental results
by adopting various accuracy measures, and it has some ad-
vantages over other prediction methods, which are listed as
follows.

• It weaves part of biological information, such as chem-
ical groups of each residue, and frequency of residues
into the encoding schema which combines the classical
encoding schema, matrix calculation, and statistical
method, where we use classical encoding schema to
represent the order of residues, matrix calculation to
combine biological information and order of segments
together, and statistical method to capture the fre-
quency of each residue in the training set.

• Our two dimensional prediction is correlated, i.e. each
prediction is not made in isolation, taking account of
the predictions for neighboring residues. It allows pro-
tein classification based on not only the local regions
of similarity but also the context regions of similarity
in contrast to the detection of global similarities used
in the traditional search techniques. Each prediction
is based on multiple decision functions that get rid of
the inherent bias/noise.

• The approach is theoretically sound since the SVM
method has been adopted by researchers in mathe-
matic and computer science since its discovery in 1997
in solving the classification problems, and it has been
proved to be efficient in the determination of the deci-
sion function in separating two different (in our work,
the protein) classes, which is exactly what we need in
solving the prediction of protein secondary structures.

The rest of the paper is organized as follows. In Section 2, we
simply introduce SVM, in Section 3, we propose an encoding
schema that transforms amino acid segments into vectors for

further training, and in Section 4, we present a two dimen-
sional prediction framework, In Section 5, we discuss our
experimental results, and finally we give our conclusions.

2. REVIEW OF SUPPORT VECTOR MA-
CHINE

SVM [18] has been successfully applied in solving a wide
range of pattern recognition problems, including face detec-
tion [12], text classification [4], and etc. It is popular due
to effective avoidance of overfitting, the ability to handle
large feature spaces, information condensing of data sets,
and promising empirical performance.

The basic idea of SVM is that for a training set which con-
tains l samples, where each sample is represented by an n-
dimensional input vector ~xi (1 ≤ i ≤ l) and the training set
is regarded as an n-dimensional input space <n, SVM tries
to estimate a decision function f : <n → { ±1}, i.e. for each
n-dimensional input vectors ~xi (i = 1, 2, . . ., l) ∈ <n, there
is a classification identifier yi ∈ {+1, −1} that indicates to
which class, +1 or −1, ~xi belongs. The decision function is
shown as follows,

f(~x) = sign(

l
∑

i=1

yiαi · ~x · ~xi + b) (1)

where l is the number of vectors ~xi (1 ≤ i ≤ l) in the training
set, vector ~x is a variant that represents a testing vector in
a test set, yi (∈ {+1, −1}) is a classification identifier, and
coefficients αi are obtained by solving the following convex
Quadratic Programming (QP) problem:

Maximize

l
∑

i=1

αi − 1

2

l
∑

i=1

l
∑

i=1

αiαj · yiyj · (~xi · ~xj) (2)

with constraints

l
∑

i=1

αiyi = 0, 0 ≤ αi, i = 1, 2, . . . , l. (3)

Vector ~x can be classified by the decision function in the
testing phase by calculating distances (dot products) be-
tween ~x and ~xi. (Note that the decision function depends
only on the dot products of vectors in <n.)

In the case where a linear boundary is inappropriate for clas-
sifying samples in the training set, a straightforward method
can be used to map vectors in <n into a high dimensional
feature space H via a nonlinear map Φ: <n 7→ H. There-
fore, SVM maps the input vector, ~xi ∈ <n, into a feature

vector, Φ(~xi) ∈ H. Then the training problem only depends
on the dot products of vectors, Φ(~x)· Φ(~xi), in H. How-
ever, if H is a high-dimensional space, Φ(~x)· Φ(~xi) will be
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very expensive to compute [12]. Fortunately, the dot prod-
uct in H has an equivalent expression K(~x, ~xi) in <n such
that K(~x, ~xi) = Φ(~x) · Φ(~xi), where K(~x, ~xi) is a kernel
function. Therefore, the kernel function is used to perform
Φ(~x)· Φ(~xi) in the input space <n rather than the poten-
tially high dimensional feature space H, i.e. using kernel
function in <n without need to explicitly know what Φ is.
If the kernel function contains a bias term1, b can be accom-
modated within the kernel function, and hence the decision
function in Equation 1 can be rewritten into Equation 4.

f(~x) = sign(

l
∑

i=1

yiαi ·K(~x, ~xi)) (4)

where coefficients αi satisfy the Equation 5 with the con-
straints in Equation 6.

Maximize

l
∑

i=1

αi − 1

2

l
∑

i=1

l
∑

i=1

αiαj · yiyj ·K(~xi, ~xj) (5)

with constraints

l
∑

i=1

αiyi = 0, 0 ≤ αi ≤ C, i = 1, 2, . . . , l. (6)

where, C is a unper bound value. A large C assigns a high
penalty to the classification errors[12].

The most commonly accepted employed kernel functions are
shown in Table 2. For a given training set, only the kernel
function and the parameter C are needed to be selected to
specify one SVM.

3. ENCODING SCHEMA
Each known protein sequence is composed of a number of
structured segments. We first extract n-gram segments from
known protein sequences with consideration of structured
segments and the contexts of them. Then we represent each
extracted segments as an input vector for the further train-
ing and prediction.

3.1 N-gram Extraction
It has been well accepted that the order in an amino acid
sequence plays the most important role in predicting its sec-
ondary structure. Having looked at a lot of sequences, we
know which segment tends to construct a secondary struc-
ture and which does not. For this task, we cannot possibly
consider each residue separately. Therefore, we use n-gram
model (any segments with n amino acid residues, where n >
0) to extract segments from amino acid sequences and trans-
form them into input vectors. The total number of possible
segments of an amino acid sequence using n-gram extraction
is m−n+1, where m (>0) is the number of residues in the se-
quence. The choice of n is determined by the average length
of different structure segments (helix or strand). Based on
our study, for most helices the amino acid length is between
five and 17, and for most strands the length is between five
and 11. Thus, we will choose varied n between five and 17
and begin with a small size and gradually increase the size
to determine the “best” size for future helix/non-helix (or

1Many employed Kernels have a bias term and any finite
kernel function can be made to have one[12].

strand/non-strand) prediction. (It is anticipated that the
best sizes, n, of different classifications should achieve the
best prediction result for their classification.)

3.1.1 Subsequences without context
In the case that extracting segments from a training set
without considering context, we only consider structure seg-
ments (i.e., helix, strand, or coil) in known protein sequences,
which includes identifying structure segments in protein se-
quences from the training set and extracting n-gram subse-
quences m−n+1 times from each structure segment sequen-
tially, where m is the number of residues in the segment.

Example 1. Given a protein sequence “MNIFEMLRID” with
a helix segment from position 2 to 7 (underlined), the four
3-gram subsequences are “NIF,” “IFE,” “FEM,” and “EML.”

3.1.2 Subsequences with context
Locally encoding structure segments has its inherent dis-
advantage, for example, the contexts of structure segments
has been excluded. Consider the protein sequence “MNIFEML
RID” again. Residue ‘M’ and subsequence “RID” are contexts
of helix segment “NIFEML” which would lead us to infer that
the nearest neighbors (one or more residues) of “NIFEML”
must have significant different properties from “NIFEML,”
otherwise these neighbors should be included in “NIFEML”
as a partial helical structure.

Definition 1. N -gram context subsequences of structure
segments. Given a protein sequence s and a secondary struc-
ture segment ss of size m that begins at position i in s, the
left n-gram context of ss is a subsequence of size n that be-
gins at position i - bn

2
c in s, and the right n-gram context of

ss is a subsequence of size n that begins at position i + m
- dn

2
e in s.

Example 2. Given a protein sequence “DQAMRYKT,” the
underlined residues are helical structures. The left 5-gram
context subsequence of “QAM” is “∅DQAM,” where “∅D” are the
left two neighbors, where ∅ indicates that the followed “D”
is the head of the sequence. The right 5-gram context string
of it is “QAMRY,” where “RY” are the right two neighbors.

3.2 Encoding Schema of Amino Acid Residues
The transformation from n-gram subsequences into input
vectors is an encoding process. The classical encoding schema
was adopted along with using neural network in predicting
protein secondary structures [13], where in a segment, each
residue is encoded as an orthogonal binary vector [1, 0, . . . , 0],
. . ., or [0, 0, . . . , 1], in which ‘1’ indicates the relative posi-
tion of the corresponding residue. This type of vectors is
21-dimensional, and each one of the first twenty coefficients
of these vectors denotes a distinct amino acid in the segment
and the last unit is used for specifying whether the corre-
sponding residue is the “head” or the “tail” of the sequence
[13]. However, even if chemical and biological methods, such
as crystallography and NMR, are used, the “head” and the
“tail” of a segment can not be accurately determined [14].
Therefore, we use the first 20 units of each 21-dimensional
vector to represent a residue, which we call 20-dimensional
residue vector. In this paper, we adopt the following ordered
list of residues in [11] to encode a residue at the relative po-
sition in its corresponding sequence.
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Table 2: The commonly accepted kernel functions
Typical Kernel function Explanation

K(~xi, ~xj) = ((~xi · ~xj) + θ)d Polynomial function
K(~xi, ~xj) = exp(−γ|~xi − ~xj |2) Gaussian radial basis function
K(~xi, ~xj) = tanh(~xi · ~xj − θ) Multi layer perceptron function

Table 3: Five groups according to chemical properties of
amino acid residues.

R-group 5D cardinal Amino acid
classification vectors residues

Nonpolar, aliphatic (c1) [1, 0, 0, 0, 0] A,V,L,I,M

Aromatic (c2) [0, 1, 0, 0, 0] F,Y,W

Polar, uncharged (c3) [0, 0, 1, 0, 0] G,S,P,T,C,N,Q

Positively charged (c4) [0, 0, 0, 1, 0] K,H,R

Negatively charged (c5) [0, 0, 0, 0, 1] D,E

A, V, L, I, M, F, Y, W, G, S, P, T, C, N, Q, K, H, R, D, E

Example 3. Given a training set of protein sequences, the
20-dimensional residue vector of ‘V’‘ is [0,1,0,. . .,0]1×20, where
the second coefficient of the vector is 1, since ‘V’ is the 2nd
residue in the ordered list given above.

In our prediction approach, instead of using 20-dimensional
residue vector to represent a residue, we incorporate statis-
tical information and the physio-chemical features of each
residue into our encoding schema to enhance the classical
approach by considering the probability of each residue and
different biological groups [11] to which a residue belongs.
In Table 3, twenty different amino acid residues are classi-
fied into five different R-groups, which combines Hydropathy
index, molecular weights Mr, and pI value together [11].

Besides this R-group classification, amino acid residues of
secondary structure sequences can be classified into many
different groups according to their biological meanings, such
as exchange group[5], hydrophobicity group[11], and etc (see
appendix). [11] indicates that if two amino acids have simi-
lar biological properties, they should form similar structures.
Therefore, we define cardinal vector to incorporate the dif-
ferent biological groups information of amino acid residues
into a secondary structure sequence.

Definition 2. Cardinal vector. Given an m-class biolog-
ical group of amino acid residues, its m-dimensional (mD)
cardinal vector is a binary vector v̂cm = [ac1 , ac2 , . . ., acm ],
where aci

(1 ≤ i ≤ m) ∈ [0,1] and
∑m

i=1 a2
ci

= 1.

Definition 3. Probability of an m-class group with helix
(strand or coil) structure in a training set. Given a training
set s and an m-class group C={c1, . . ., cm} of amino acid
residues, the probability of a residue i in cj (1≤ i ≤ m) has
helical structure is:

pH
i,cj

=
1

NH

∑

i∈cj

NHi
(7)

where pH
i,cj

(1 ≤ i ≤ 20) is the probability that residue i
belongs to group cj and is a helix in s, NH is the total
number of residues that have the conformations of helical
structures in the training set, and NHi

is the number of

residues in which residue i belongs to cj and residue i is a
helix in s. (pE

i,cj
for strand and pC

i,cj
for coil structures are

computed accordingly.)

We use Kronecker product[20] of residue vectors, cardinal
vectors, and frequency of residues in the training set to en-
code a residue, and we use concatenation of vectors of n
consecutive residues to encode an amino acid subsequence
with n residues. Residue vectors distinguish a residue from
others, cardinal vectors catch the similar physio-chemical
properties of residues, the frequency of a residue captures
the tendency of the residue that locates in which structure,
and concatenation of vectors exhibits the order of residues
in a protein subsequence.

Definition 4. Encoding schema of protein segments. Given
a training set s and an m-class biological group C={c1, . . .,
cm}, the encoded vector of a residue i w.r.t. a cj (1≤ i ≤ m)
is

vi,cj
= pH

i,cj
× vri

⊗ v̂cmcj

= pH
i,cj
× [a1 × v̂cmcj

, . . . , a20 × v̂cmcj
]

= [pH
i,cj
× a1 × ac1 , . . . , pH

i,cj
× a20 × ac1 , . . . ,

pH
i,cj
× a1 × acm , . . . , pH

i,cj
× a20 × acm ] (8)

where vri
(= [a1, a2, . . ., a20]) is the residue vector of residue

i, v̂cmcj
(= [ac1 , ac2 , . . ., acm ]) is the cardinal vector of the

m-class group to which i belongs, and pH
i,cj

is the probability
that residue i is a helix in s and is belonged to group cj . For
each subsequence ss in s, the encoded schema of ss is the
concatenation of vectors of the consecutive residues in ss.
Hence, the size of an encoded vector of a residue is 20 ×
m, and the size of an encoded vector of subsequence with n
residues is 20 × m × n.

Example 4. Consider a training set that contains the fol-
lowing two known protein sequences and their DSSP struc-
tures,2

s1 : LWQFNGMIKCK
︸ ︷︷ ︸

H

PS
︸︷︷︸

T (Coil)

PLLD
︸ ︷︷ ︸

H

FNN
︸︷︷︸

S(Coil)

GCY
︸︷︷︸

T (Coil)

s2 : NLLLSDW
︸ ︷︷ ︸

E

W
︸︷︷︸

(Coil)

HQ
︸︷︷︸

S(Coil)

S
︸︷︷︸

(Coil)

IHKQEVGLS
︸ ︷︷ ︸

H

where H is α-helix, E is extended β-strand, T is hydrogen
bonded turn, S is bend, and is random coil. Hence,

Helix (H) : LWQFNGMIKCK, PLLD and IHKQEVGLS

Strand (E) : NLLLSDW
Coil (S, T, ) : PS, FNNGCY, and WHQS

2DSSP (Dictionary of Secondary Structure Protein) is avail-
able at http://www.sander.ebi.ac.uk/dssp.
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Let’s consider the first helix segment, i.e. “LWQFNGMIKCK,”
extracted from s1 and the first coil segment, i.e., “PS,” also
extracted from s1. If we use 3-gram and R-group, i.e., 5-
group (see Table 3) to train (determine) a helix/non-helix
classifier, “LWQ” is represented as a 300-dimensional (20 × 5
× 3) vector V1, in which the first 100 units of V1 (see below)
encodes the amino acid residue ‘L.’ Since ‘L’ belongs to the
Nonpolar, aliphatic R group (c1), the probability that ‘L’ is
a helix and ‘L’ belongs to c1 (in the training set) is 33% since
pH

L,c1
= 8

24
= 0.33, where 24 is the number of helix, and 8 is

the sum of all the residues that belong to c1 that have the
conformation of helical structure in the training set.

V1 = [ 0, . . .
︸ ︷︷ ︸

10

, 0.33
︸︷︷︸

pH
L,c1

, 0, . . .
︸ ︷︷ ︸

89

︸ ︷︷ ︸

L

, 0, . . .
︸ ︷︷ ︸

35

, 0.08
︸︷︷︸

pH
W,c2

, 0, . . .
︸ ︷︷ ︸

62

︸ ︷︷ ︸

W

, 0, . . .
︸ ︷︷ ︸

70

, 0.33
︸︷︷︸

pH
Q,c3

, 0, . . .
︸ ︷︷ ︸

29

︸ ︷︷ ︸

Q

]

Both strand and coil structures can be regarded as non-
helix in the helix/non-helix classification. Thus, “PS ” is a
non-helix subsequence with size 3, and ‘ ’ in “PS ” denotes
a space needed for making up the required length. The
encoding vector of “PS ” is V2, which is shown below.

V2 = [ 0, . . .
︸ ︷︷ ︸

52

, 0.33
︸︷︷︸

pH
P,c3

, 0, . . .
︸ ︷︷ ︸

47

︸ ︷︷ ︸

P

, 0, . . .
︸ ︷︷ ︸

45

, 0.33
︸︷︷︸

pH
S,c3

, 0, . . .
︸ ︷︷ ︸

54

︸ ︷︷ ︸

S

0, . . .
︸ ︷︷ ︸

100
︸ ︷︷ ︸

]

4. PREDICTION FRAMEWORK

4.1 Training of Encoded Vectors Using SVM
Protein secondary structure prediction is a typical three-
class classification problem. A simple strategy to handle the
three-classification problem is to cast it to a set of binary
categorizations. For an n-class classification, n−1 classes are
used to construct training sets. The ith class will be trained
with all of the samples in the ith class with “y = +1” labels
and all other example data with “y = −1” labels. If input
vectors are transformed from helix (strand or coil) segments,
then their learned decision function is called vertical decision

function, denoted fv. Otherwise, if input vectors are trans-
formed from context subsequences, then their learned de-
cision function is called horizontal decision function, which
can be further classified into left horizontal decision func-

tion derived from the left contexts subsequences, denoted
fhl, and right horizontal decision function derived from the
right contexts subsequences, denoted fhr. The final predic-
tion synthesizes fv and fhl (fhr) that will be discussed in
detail in Section 4.3.

4.2 Sliding Window
The sliding window method is adopted to move the window
over the test protein sequence. A window, which is a one-
dimensional frame of slots, can be adopted for overlaiding on
and moving over a test protein sequence to examine different
segments of its amino acids. It extracts an protein segment
of length L (L≥ 1) to match a potential structure class using
the derived decision function generated after the training
phase. Note that the size of the sliding window should be
the same size of the n-gram so that the test vectors can be
fed into the same input space with the training vectors.

4.3 Synthesis of Deduced Decision Functions
We develop a heuristic algorithm to synthesize the deduced
decision function for the final prediction.

Algorithm 1. Prediction of a protein sequence s with a
sliding window of size n, and return a labeled sequence.

string predict (string s, int n, SVMmodel model,
SVMmodel l_model, SVMmodel r_model)

{
bool mark = true;
int pre_p = -1; //prediction of the previous segment
string s_p = new(strlen(s)); // predict sequence
int begin = 0; //begin position of sliding window
while (begin < strlen(s)) {

int current = svm_predict(segment(s,i,n), model);
int left = svm_l_predict(l_seg(s, i, n), l_model);
int right = svm_r_predict(r_seg(s, i, n), r_model);
if (mark)

begin += l_synthesis(s_p, begin, current,
left, n, &pre_p, &mark);

else
begin += r_synthesis(s_p, begin, current,

right, n, &pre_p, &mark);
}
return s_p;

}
int l_predict(int begin, int current, int left,

int size, bool *pre_p, bool *mark)
{

int len = size;
if((current==-1) && (left==-1))

{ mark_seq(s_p, begin, size, -1); *pre_p = -1; }
else if ((current==1) && (left==-1)) {

if (begin_position == 0)
{ mark_seq(s_p, begin, len, 1); *pre_p = 1; }

else { mark_seq(s_p, begin, len, *pre_p);
if (*mark) *mark = false;
else *mark = true;

}
}
else if ((current==-1) && (left==1)) {

len = size/2; mark_seq(s_p, begin, len, -1);
*mark = false; *pre_p = -1;

}
else if ((current==1) && (left==1)) {

len = 1; mark_seq(s_p, begin, len, 1);
*pre_p = 1;

}
return len;

}
int r_predict(int begin, int current, int right,

int size, bool *pre_p, bool *mark)
{

int len = size;
if((current==-1) && (right==-1))

{ mark_seq(s_p, begin, len, -1); *pre_p = -1; }
else if ((current==-1) && (right==1)) {

len = 1; mark_seq(s_p, begin, len, 1);
*pre_p = 1;

}
else if ((current==1) && (right==-1)) {

mark_seq(s_p, begin, len, *pre_p);
if ((*pre_p)==1) *mark = true;
else *mark = false;

}
else if ((current==1) && (right==1)) {

len = size/2; mark_seq(s_p, begin, len, 1);
*pre_p = 1;

}
return len;

}

For a helix/non-helix (strand/non-strand, coil/non-coil) clas-
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sifier, we select the best accuracy value (will be discussed in
Section 5.1), and the corresponding decision function f(~x)
(including the kernel function and the upper bound C), and
n-gram for the prediction phase. Thus, given an unknown
sequence s, we first use sliding window with the window size
n and different biological groups (cardinal vectors) to trans-
form subsequences of s into different sets of input vectors.
Hereafter, for each set of vectors, we apply the derived de-
cision functions to classify each subsequence into either the
helix or non-helix (strand or non-strand, coil or non-coil)
class. If different biological groups cause conflict predictions,
a vote strategy will be used to decide the final prediction.

5. EXPERIMENTAL DATA
The experiments are carried out on the CB513 set and RS126
set with 513 and 126 non-redundant protein amino acid se-
quences, respectively, whose secondary structures are known.
In these two data sets, the assignment of secondary struc-
ture is usually performed by DSSP[9], STRIDE[6], or DE-
FINE[15].

Different assignment methods have different explanations on
partial of residues in protein sequences, therefore they will
influence the prediction accuracy as discussed by the con-
structor of CB513. In this paper, we select DSSP assignment
in order to compare with other prediction approaches. DSSP
assignment classify eight states secondary structure, H, G, I,
B, E, T, S, and - [1], into three classes helix (H), strand(E),
and coil(C). Here, we use methods in [7; 17] that call H, G,
and I as helix (H), E as strand(E), and other states as coil(C).
This assignment is slightly different from other assignments
reported in different literatures. For example, in the CASP
competition[10], H contains DSSP classes H and G, while E

contains DSSP classes E and B.

We use multiple cross-validation trials to minimize variation
in the results caused by a particular choice of training or
test sets. An sevenfold cross validation is used on CB513
(RS126), where CB513 (RS126) is divided into seven subsets
randomly, and each subset has similar size. Among these
seven subsets, data in six subsets are selected as training
data and data in the remaining subset is test data.

5.1 Evaluation Metrics
For a given sequence, we evaluate our prediction approach
and compare it with some prediction methods that have
been well accepted using evaluation metrics. First, we eval-
uate the effectiveness of SVM in our prediction application
domain. Hereafter, we select the best parameters (e.g. ker-
nel function and upper bound C) in SVM according to the
highest accuracy value in Equation 9, and use the selected
paraments for further prediction and comparison. For the
evaluation of the effectiveness of our prediction approach,
we give the following metrics.

The prediction accuracy using SVM is calculated as:

AC
SV M

=
Nci

Ni

× 100% (9)

where i is a test set, Nci
is the number of residues correctly

predicted in i, and Ni is the number of residues in i.

We also employed several standard performance measures to
assess prediction accuracy. Three-state overall per-residue
accuracy (Q3) and segment overlap calculation SOV [17]
were calculated to evaluate accuracy.

Q3, The overall per residue three-state accuracy method
[17], is the most widely-used method for assessing the qual-
ity of a predicting approach, which is defined as

Q3 =
NH + NS + NC

N
× 100% (10)

where NH , NS , and NC are the numbers of residues correctly
predicted in the helix, strand, and coil, respectively, and N is
the number of residues in the predicted sequences. Q3, how-
ever, does not consider the problem of over-predictions, e.g.
non-helix residues are treated as helix, or under-predictions,
e.g. helix residues are treated as non-helix.

Another popular accuracy measurement, the Segment over-

lap calculation (SOV) has been proposed to assess the qual-
ity of a prediction in a more realistic manner. This is done by
taking into account the type and position of secondary struc-
ture segment, the natural variation of segment boundaries
among families of homologous proteins and the ambiguity
at the end of each segment. SOV is calculated as

Sov =
1

N

∑

s

minov(sobs; spred) + δ

maxov(sobs; spred)
× len(sobs) (11)

where N is the number of residues in the predicted se-
quences, s is a segment in the predicted sequences, sobs

and spred are observed and predicted segments, respectively,
minov is the actual overlap between sobs and spred, maxov is
the extent of the either segment, and len(sobs) is the length
of the observed segment. δ is an integer chosen to be smaller
than minov and smaller than one-half the length of sobs, δ
= 1, 2, or 3 for short, intermediate, and long segments.

The per-residue accuracy for each type of secondary struc-
ture (QH , QE , QC , Qpre

H , Qpre

E , Qpre

C ) was also calculated. We
distinguish QI and Qpre

I (here, I=H, E, and C) as:

QI =
NIcp

NIo

× 100%, Qpre

I =
NIcp

NIp

× 100% (12)

where, NIcp is number of residues correctly predicted in state
I, NIo is number of residues observed in state I, and NIp is
number of residues predicted in state I.

In the following sub-sections, we use LIBSVM [2], an SVM
software, to evaluate our prediction approach from different
point of views, which include (i) determination of kernel
function and parameter C, (ii) selection of window size, and
(iii) comparison with other prediction methods.

5.2 Determination of Kernel Functions and
Parameters in SVM

Given a data set, a proper kernel function and its parame-
ters must be chosen to construct the SVM classifier. Differ-
ent kernel functions and paraments will construct different
SVM classifier. We hope to select an optimal kernel func-
tion and its parameters which can achieve high ACSV M .
However, there are no successful theoretical methods for de-
termining the optimal kernel function and its parameters.
In [7], the author has proved that the gaussian radial ba-
sis function exp(−γ|~xi − ~xj |2) can provide superior perfor-
mance in generalization ability and converge speed. There-
fore, we select different parameters and upper bound values
C on exp(−γ|~xi−~xj |2) to compare the testing accuracies on
helix/non-helix (H/¬H) test. Since the average of helix in
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CB513 is eight, we use 8-gram to select the kernel function
and parameter C for H/¬H.

As shown in Table 4, for each C, we select γ from 0.001 to 50,
where 0.001 is the ratio of 1 to the number of dimensions
800 (20 × 5 × 8) in the training set. We found that the
best accuracy (84.72%) is achieved by exp(−γ|~xi − ~xj |2)
with γ being equal to 0.2 and C being equal to 1.5. It is
well known that a large C value imposes a high penalty
to the classification errors [12]. However, Table 4 shows
that for each γ between 0.001 and 50, when C increases,
the accuracy on the test set first increases to a peak value,
and then decreases. This is because too small a value of C
gives a poor accuracy while too large a value of C leads to
overfitting. A proper value of C balances these problems.
We found that C=1.5 is appropriate for not only H/¬H but
also other classifiers. In the following tests we set C = 1.5
and γ = 0.2 to construct different SVM classifiers.

5.3 Dependency of Window Size
There is a trade off between the number of residues used
and the level of “noise” in deciding the size of the window.
If the window size is too large, the prediction process may
be misled by the noise, while if the window size is too small,
then the number of residues for predicting the protein struc-
ture may be insufficient. Therefore, A proper window size
could lead to a good performance.

We construct three different binary classifiers. The optimal
window size, nop, for each binary classifier was determined
on the CB513. The results in Table 5 indicate that the
optimal window size is related to the average length of the
secondary structure segments. In general, longer nop values
mean segments require larger optimal window sizes. (The
average length of helix, strand, and coil in CB513 are 8, 5,
and 5, respectively.) It is interesting to find that the optimal
window size based on our prediction approach is the similar
size with the one based on previous NN approaches [13; 17],
e.g. the optimal window sizes for H/¬H are both 13.

5.4 Effectiveness of Our Prediction Approach
We now evaluate the effectiveness of our prediction approach.
We first compare our prediction approach with PHD [17]
and an SVM-based method [7]. PHD is one of the most
accurate and reliable secondary structure prediction meth-
ods based on NNs, and the SVM-based method is a new
proposed method that can outperform PHD. Our compari-
son is based on the same data sets (CB513 and RS126), the
same secondary structure definitions, and the same accuracy
assessments. For easy to illustrate, we call the SVM-based
method SV M01 and our prediction method SV MSSP . The
comparison results among PHD, SV M01, and SV MSSP are
shown in Table 6, where ‘-’ means that the results cannot
be obtained from the papers.

On the CB513 set, the Q3 is 75.2%, which is 1.7% higher
than SV M01, and the SOV with SV MSSP achieves 77.8%,
which is 1.6% higher than SV M01. Q3 and SOV scores for
the RS126 set are improved by 3.0% and 2.9%, respectively,
compared with PHD results.

The comparison results between PHD and the two SVM-
based methods indicate that the methods based on SVM
outperformed PHD, because SVM-based method can suc-
cessfully avoid many problems which other machine learning
approaches often encounter. For example, structures of NNs
(especially the size of the hidden layer) are hard to be de-

Table 6: Comparison with results of other systems.
CB513 RS126

SV M01 SV MSSP PHD SV M01 SV MSSP

Q3 73.5% 75.2% 70.8% 71.2% 73.8%
QH 75.0% 77.5% 72.0% 73.0% 75.1%
QE 60.0% 64.8% 66.0% 58.0% 61.2%
QC 79.0% 79.9% 72.0% 75.0% 81.2%
Q

pre
H

79.0% 82.1% 73.0% 77.0% 80.9%
Q

pre
E

67.0% 70.5% 60.0% 66.0% 69.7%
Q

pre
C

70.0% 70.6% - 69.0% 70.1%
Sov 76.2% 77.8% 73.5% 74.6% 76.4%

termined, gradient based training algorithms only guarantee
finding local minima, too many model parameters have to
be optimized, overfitting problems are hard to be avoided,
etc. In addition, the comparison results between SV M01

and SV MSSP prove that the encoding schema of SV MSSP

and two dimensional prediction framework play significant
roles on predicting protein secondary structures.

6. CONCLUSIONS
In this paper, we propose an approach in predicting protein
secondary structures using SVM. Our prediction approach
takes a segment extracted from a given sequence using a slid-
ing window and matches it against the structural classifica-
tion results computed by SVM. We incorporate the biolog-
ical classifications of amino acid residues and statistical in-
formation into an encoding schema, consider not only struc-
tured segments but also their contexts, and choose the most
ideal kernel function, parameters, and size of the window for
the prediction of different protein structure classes. The ex-
perimental results show that our two dimensional prediction
framework outperforms the existing prediction methods.
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APPENDIX

A. CARDINAL VECTORS WITH PHYSIO-
CHEMICAL PROPERTIES

The exchange group and hydrophobicity are shown in Ta-
ble 7 and 8, respectively.

Table 7: Exchange groups of amino acid residues.
Exchange 6D Amino acid

groups cardinal vectors residues
(A) [1, 0, 0, 0, 0, 0] C

(C) [0, 1, 0, 0, 0, 0] A,G,P,S,T

(D) [0, 0, 1, 0, 0, 0] D,E,N,Q

(E) [0, 0, 0, 1, 0, 0] H,K,R

(F) [0, 0, 0, 0, 1, 0] I,L,M,V

(G) [0, 0, 0, 0, 0, 1] F,W,Y

Table 8: Hydrophobicity groups of amino acid residues.
Hydrophobicity 2D Amino acid

groups cardinal vectors residues
hydrophobic(O) [1, 0] C,D,E,G,H,K,

N,Q,R,S,T,Y

hydrophilic(I) [0, 1] A,F,I,L,M,P,V,W
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ABSTRACT
Homeland security measures are increasing the amount of
data collected, processed and mined. At the same time, own-
ers of the data raised legitimate concern about their privacy
and potential abuses of the data. Privacy-preserving data
mining techniques enable learning models without violating
privacy. This paper addresses a complementary problem:
What if we want to apply a model without revealing it?
This paper presents a method to apply classification rules
without revealing either the data or the rules. In addition,
the rules can be verified not to use “forbidden” criteria.

Keywords
Privacy, Security, Profiling

1. INTRODUCTION
The new U.S. government CAPPS II initiative plans to clas-
sify each airline passenger with a green, yellow or red risk
level. Passengers classified as green will be subject to only
normal checks, while yellow will get extra screening and red
won’t fly. [2] Although government agencies promise that
no discriminatory rules will be used in the classification and
that privacy of the data will be maintained, this does not
satisfy privacy advocates.

One solution is to have the government send the classifica-
tion rules to the owners of the data (e.g., credit reporting
agencies). The data owners would then verify that the rules
are not discriminatory, and return the classification for each
passenger. The problem with this approach is that reveal-
ing the classification rules gives an advantage to terrorists.
For example, knowing that there is a rule “A one-way ticket
paid in cash implies yellow risk”, no real terrorist will buy
one way tickets with cash.

This appears to give three conflicting privacy/security re-
quirements. The data must not be revealed, the classifier
must not be revealed, and the classifier must be checked for
validity. Although these seem contradictory, we show that
if such a system must exist, it can be done while achieving
significant levels of privacy. We prove that under reasonable
assumptions (i.e., the existence of one way functions, non-
colluding parties) it is possible to do classification similar
to the above example that provably satisfies the following
conditions:

• No one learns the classification result other than des-
ignated party.

• No information other than the classification result will
be revealed to designated party.

• Rules used for classification can be checked for the
presence of certain conditions without revealing the
rules.

While such a system still raises privacy issues (particularly
for anyone classified as red), the security risks are signif-
icantly reduced relative to a “give all information to the
government” (or anyone else) model.

2. RELATED WORK
This work has many similarities with privacy-preserving dis-
tributed data mining. This was first addressed for the con-
struction of decision trees[11]. This was based on the con-
cepts of secure multiparty computation (discussed below.)
There has since been work to address association rules in
horizontally partitioned data[6; 7], EM Clustering in Hori-
zontally Partitioned Data[10], association rules in vertically
partitioned data[13], and generalized approaches to reducing
the number of “on-line” parties required for computation[8].
However, the goal in this paper is not to learn a data mining
model, but to privately use a model. (The other approach
to privacy-preserving data mining, adding noise to data be-
fore the mining process(i.e [1]), doesn’t make sense when the
goal is to privately evaluate the results of the model on spe-
cific data items.) A good survey of privacy and data mining
can be found in [9].

2.1 Secure Multiparty Computation
In the late 1980’s, work in secure multiparty computation
demonstrated that a wide class of functions can be com-
puted securely under reasonable assumptions (see Theorem
2.1.) We give a brief overview of this work, concentrating on
material that is used later in the paper. For simplicity, we
concentrate on the two party case. Extending the definitions
to the multiparty case is straightforward.

Secure multiparty computation has generally concentrated
on two models of security. The semi-honest model assumes
each party follows the rules of the protocol, but is free to
later use what it sees during execution of the protocol to
compromise security. The malicious model assumes parties
can arbitrarily “cheat”, and such cheating will not compro-
mise either security or the results (i.e., the results from the
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nonmalicious parties will be correct, or the malicious party
will be detected.)
We assume an intermediate model: preserving privacy with
non-colluding parties. A malicious party may corrupt the
results, but will not be able to learn the private data of
other parties without colluding with another party. This is
a realistic assumption for our problem: Both parties want to
get correct results (class of a passenger), and are unwilling
to compromise this goal through malicious behavior. The
real security issue is the potential for misuse of the data
or rules if accidentally released. The risk that a terrorist
would discover rules stored at an airline or credit agency is
much greater than the risk that they would alter the com-
plex software to defeat the system, particularly as altering
the protocol to maliciously learn the rules could be detected
by inserting passengers with known security classes as a con-
tinuous test of the system.
The formal definition of secure multiparty computation[5]
provides a methodology for proving the security of our ap-
proach. Informally, this definition states that a computation
is secure if the view of each party during the execution of
the protocol can be effectively simulated by the input and
the output of the party. This is not quite the same as saying
that private information is protected. For example, assume
two parties use a secure protocol to compare two positive
integers. If A has 2 as its integer and the comparison result
indicates that 2 is bigger than equal other site’s integer, A
can conclude that B has 1 as its input. Site A can deduce
this information by solely looking at its local input and the
final result - the disclosure is a fault of the problem being
solved and not the protocol used to solve it. To prove a pro-
tocol is secure, we have to show that anything seen is not
giving more information then seeing the final result.
Yao introduced secure multiparty computation with his mil-
lionaire’s problem (and solution). Two millionaires want
to know who is richer, without either disclosing their net
worth[14]. Goldreich extended this to show there is a secure
solution for any functionality[5]. The general secure two
party evaluation is based on expressing the function f(x, y)
as a circuit and encrypting the gates for secure evaluation.
This leads to the following theorem:

Theorem 2.1. [4] Suppose that trapdoor permutation ex-

ist. Then any circuit is privately computable (in the semi-

honest model).

Trapdoor permutations can be constructed under the in-
tractability of factoring assumption.
This works as follows. The function f to be computed is first
represented as a combinatorial circuit. Each party sends a
random bit to the other party for each input, and replaces
their input with the exclusive or of their input and the ran-
dom bit. This gives each party a share of each input, without
revealing anything about the input. The parties then run
a cryptographic protocol to learn their share of the result
of each gate in the circuit. At the end, the parties combine
their shares to obtain the final result. This protocol has
been proven to produce the desired result without disclos-
ing anything except that result.

3. PRIVATE CONTROLLED CLASSIFICA-
TION

We first formally define the problem of classifying items us-
ing decision rules, when no party is allowed to know both the
rules and the data, and the rules must be checked for “forbid-
den” tests. This problem could be solved using the generic
method described above. While we have a construction and
proof of such a circuit, it is omitted due to space constraints.
Instead, we present a comparatively efficient approach based
on the notion of an untrusted third party that processes
streams of data from the data and rule sources.

3.1 Problem Statement
Given an instance x from site Data with v attributes, we
want to classify x according to a rule set R provided by
site Government. Let us assume that each attribute of x
has n bits, and let xi denotes the ith attribute of x. We
assume that each given classification rule r ∈ R is of the
form (L1∧L2∧· · ·∧Lv)→ C where C is the predicted class
if (L1 ∧ L2 ∧ · · · ∧ Lv) evaluates to true. Each Li is either
xi = a, or a don’t care (always true). (While the don’t
care clauses are redundant in the problem definition, they
will need to be included explicitly in the protocol to mask
the number of clauses in each rule. By using don’t cares,
G can define rules with an arbitrary number of clauses; the
other parties gain no information about the number of “real”
clauses in the rule.) We assume that for any given x only
one rule will be satisfied.

In addition, D has a set F of rules that are not allowed to be
used for classification. In other words, D requires F ∩R = ∅.
The goal is to find the class value of x according to R while
satisfying the following conditions:

• D will not be able to learn any rules in R,

• D will be convinced that F ∩R = ∅ holds, and

• G will only learn the class value of x and what is im-
plied by the class value.

3.2 Untrusted Non-colluding Site
To achieve a solution that is both secure and efficient, we
make use of an untrusted, non-colluding site. Use of such
a site was first suggested in [3]. Application to privacy-
preserving data mining was discussed in [8]. The key to such
a site is that without active help from one of the other sites it
learns nothing, although by colluding with other sites it may
be able to obtain information that should not be revealed.
Thus, the only trust placed in the site is that it will not col-
lude with any of the other sites to violate privacy. Although
this seems like a strong assumption, it occurs often in real
life. For example, bidders or sellers on e-bay assume that
e-bay is not colluding with other bidders or sellers against
them. In our approach, the untrusted site learns only the
number of literals v, the number of rules |R|, and how many
literals of a given rule are satisfied. It does not learn what
those literals are, what the class is, how they relate to liter-
als satisfied by other rules or other data items, or anything
else except what is explicitly stated above.

3.3 Commutative Encryption
A key tool used in this protocol is commutative encryp-
tion. An encryption algorithm is commutative if the follow-
ing two equations hold for any given feasible encryption keys
K1, . . . , Kn ∈ K, any item to be encrypted m ∈M , and any
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permutations of i, j: ∀m1, m2 ∈M such that m1 6= m2

EKi1
(. . . EKin

(m) . . . ) = EKj1
(. . . EKjn

(m) . . . ) (1)

and for any given k, ε < 1
2k

Pr(EKi1
(. . . EKin

(m1) . . . ) = EKj1
(. . . EKjn

(m2) . . . )) < ε

(2)

Commutative encryption is used to check if two items are
equal without revealing them. For example, assume that
party A has item iA and party B has item iB . To check if
the items are equal, each party encrypts its item and sends it
to the other party: Party A sends EKA

(iA) to B and party B
sends EKB

(iB) to A. Each party encrypts the received item
with its own key, giving party A EKA

(EKB
(iB)) and party

B EKB
(EKA

(iA)). At this point, they can compare the en-
crypted data. If the original items are the same, equation
1 ensures that they have the same encrypted value. If they
are different, equation 2 ensures that with high probability
the encrypted values are different. During this comparison,
each site sees only the other site’s encrypted value. Assum-
ing the security of the encryption, this simple scheme is a
secure way to check equality.

One example of a commutative encryption scheme is Pohlig-
Hellman [12], based on the assumption of the intractability
of the discrete logarithm problem. This or any other com-
mutative encryption scheme will work for our purposes.

3.4 Protocol for Private Controlled Classifica-
tion

We now show how to solve the problem presented in Section
3.1 between sites D, G, and an untrusted, non-colluding
site C, where C learns only the number of attributes v, the
number of rules |R|, and the number of literals satisfied by
each rule for a given instance x.

The basic idea behind the protcol is that sites D and G send
synchronized streams of encrypted data and rule clauses to
site C. The order of attributes are scrambled in a way known
to D and G, but not C. Each attribute is given two values,
one corresponding to don’t care, the other to its true value.
Each clause also has two values for each attribute. One is
simply an “invalid” value (masking the real value). The
other is the desired result, either the a (for a clause xj = a),
or the agreed upon “don’t care” value. C compares to see if
either the first or second values match, if so then either the
attribute is a match or the clause is a don’t care. If there is
a match for every clause in a rule, then the rule is true.
The key is that the don’t care, true, and invalid values are
encrypted differently for each data/rule pair in the stream,
in a way shared by D and G but unknown to C. The order
(is the first attribute the value, or the don’t care value) also
changes, again in a way known only to D and G. Since
all values are encrypted (again, with a key unknown to C),
the non-colluding site C learns nothing except which rule
matches. Since the rule identifier is also encrypted, this is
useless to C.
The protocol operates in three phases: encryption, predic-
tion, and verification. Three methods are used for encryp-
tion, a one-time pad based on a pseudo-random number gen-
erator shared by D and G, a standard encryption method E
to encrypt data sent to C, and a commutative method Ec
for checking for forbidden rules. To aid in understanding
the discussion, a summary of the functions / symbols used
is given in Table 1.

Table 1: Function and Symbol Descriptions
Symbol Description

EK Encryption with key K
EcK Commutative encryption with key K
Rg Common pseudo-random generator shared

by site D, G
x Data item to be evaluated, a vector of at-

tributes xj

A Rules × attributes matrix of encrypted in-
stances created by site D

R[i] Rule i, consisting of clauses corresponding
to attributes of x

B Rules × attributes matrix of encrypted
rules created by site G

nj , (nj + 1) Values outside the domain of jth attribute
i Index for rules
j Index for attributes
σ Index for “match” and “invalid” pairs

Protocol 1 Private classification: encryption phase

Require: D and G share a pseudo-random generator Rg,
G has a private generator Rpg. Rg(k) (Rpg(k)) represents
the kth number generated by the pseudo-random genera-
tors. Let n be a vector of elements where nj and nj + 1
are values out side the domain of xj .
cntd = cntg = cntgp = 0 ;

At site D:

Kr = Rg(cntd + +);
for i = 1; i ≤ |R|; i + + do

for each attribute xj of x do

σ = (Rg(cntd + +) mod 2)
A[i][j][σ] = EKr (xj ⊕Rg(cntd + +)) ;
A[i][j][(1 − σ) mod 2] = EKr (nj ⊕Rg(cntd + +)) ;

end for

end for

send A to site C

At site G:

randomly permute rules in R;
Kr = Rg(cntg + +);
let R[i][j] is ith rule’s jth literal;
let R[i][v + 1] is the predicted class for ith rule;
for i = 1; i ≤ |R|; i + + do

for j = 1; j ≤ v; j + + do

σ = (Rg(cntg + +) mod 2)
if R[i][j] is of the form Xj = aj then

B[i][j][σ] = EKr (aj ⊕Rg(cntg + +)) ;
B[i][j][(1−σ) mod 2] = EKr ((nj + 1)⊕Rg(cntg +
+)) ;

else

B[i][j][σ] = EKr ((nj + 1)⊕Rg(cntg + +)) ;
B[i][j][(1 − σ) mod 2] = EKr (nj ⊕Rg(cntg + +)) ;

end if

end for

rc = Rpg(cntpg + +);
B̄[i] = (rc, Ekr (rc)⊕R[i][v + 1]);

end for

send B, B̄ to site C;
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In the encryption phase, site D first encrypts every attribute
of x using xor with a random number. The xor with random
is effectively a one-time pad to prevent revealing anything
to site C. An additional attribute is added corresponding to
the don’t care condition using the “illegal” value nj not in
the domain of xj . Site G creates encrypted values for each
literal based on whether it must match or is a don’t care.
For the don’t care B[i][j][(1−σ) mod 2] will be the same as
A[i][j][(1−σ) mod 2] (nj xored with the same random num-
ber). G applies a slightly different cryptographic scheme for
class values (again padding with a newly generated random
each time), ensuring C doesn’t see that different rules may
have the same class value. This is necessary to ensure C
doesn’t learn about class distribution of different instances
over multiple runs of the protocol. This is repeated for ev-
ery rule (giving multiple encryptions of the same x, but with
different encryption each time.) The encryption phase is de-
scribe in detail in Protocol 1.

Protocol 2 Private classification: prediction phase

Require: A, B, B̄ be generated and sent to site C.
At site C:

for i = 1; i ≤ |R|; i + + do

if ∀j, 1 ≤ j ≤ v, (A[i][j][0] == B[i][j][0]∨A[i][j][1] ==
B[i][j][1]) then

(rs, cs) = B̄[i];
break;

end if

end for

randomly generate rf

send (rs, cs⊕ rf ) to D and send rf to G;

At site D:

receive (rd, cd) from site C;
send cd ⊕Ekr (rd) to site G

At site G:

receive r from site C and c from site D
output c⊕ r as the classification result

Site C compares the vectors to find which rule is satisfied in
its entirety. However, it cannot directly send the prediction
result to site G as this would reveal which rule is satisfied,
since this is the encrypted (and distinct for each rule) value
rather than the actual class. C instead sends the result xored
with a random number to site D. D decrypts this to get
the class, but the true class value is masked by the random
generated by C. Finally G can combine the information it
gets from site C and site D to learn the classification. This
process is fully described in Protocol 2.

3.5 Checking for Forbidden Rules
Protocols 1 and 2 generate the correct classification without
revealing rules or data. Protocol 3 shows how C and D can
test if F ∩R = ∅ (presumably before D returns the masked
result to G in Protocol 2.)

The main idea of Protocol 3 is that equality can be checked
without revealing the items using commutative encryption.
Since site D knows which random numbers are used by site
G, it can mask F in the same way using those random num-
bers and encrypt with EKr . Site D also gets the masked
R after encryption by site C, encrypts those, and returns
them to C. C now has the double encrypted version of the

Protocol 3 Private classification: verification phase

Require: Let B̄ be the rule set received from G in Protocol 1,
Ec be a commutative encryption method.
At site C:

K = { create 2 ∗ |F | ∗ v random keys }
for i = 1; i ≤ |F |; i + + do

for j = 1; j ≤ v; j + + do
En[i][j][0] = EcK[i][j][0](B[rf ][j][0])

En[i][j][1] = EcK[i][j][1](B[rf ][j][1])
end for

end for

send En to site D.

At site D:

receive En;
Kd = { create 2 ∗ |F | ∗ v random keys }
for i = 1; i ≤ |F |; i + + do

for j = 1; j ≤ v; j + + do

Ēn[i][j][0] = EcKd[i][j][0](En[i][j][0])

Ēn[i][j][1] = EcKd[i][j][1](En[i][j][1])
end for

end for

Generate Fe, the matrix of encrypted forbidden rules, from F
using the method used by G to generate B from R in Protocol
1.
for i = 1; i ≤ |F |; i++ do

for j = 1; j ≤ v; j + + do

Ef [i][j][0] = EcKd[i][j][0](Fe[i][j][0])

Ef [i][j][1] = EcKd[i][j][1](Fe[i][j][1])
end for

end for

send Ef ,Ēn to site C

At site C:

receive Ef , Ēn;
for i = 1; i ≤ |F |; i + + do

for j = 1; j ≤ v; j + + do

Ez[i][j][0] = EcK[i][j][0](Ef [i][j][0])

Ez[i][j][1] = EcK[i][j][1](Ef [i][j][1])
end for

end for
for i = 1; i ≤ |F |; i + + do

if ∀j, 1 ≤ j ≤ v, (Ēn[i][j][0] == Ez[i][j][0]∨ Ēn[i][j][1] ==
Ez[i][j][1]) then

output that F ∩ R = ∅ does not hold.
end if

end for
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classification rule set R. It now encrypts F . The items can
be compared since Eck1 (Eck2(A)) = Eck2(Eck1(A)).

3.6 Security of the Protocol
To prove that this protocol reveals nothing but the number
of matching literals, we use the secure multiparty computa-
tion paradigm of defining a simulator whose output is com-
putationally indistinguishable from the view seen by each
party during execution of the protocol. This reduces to
showing that the received messages can be simulated; the
algorithm itself generates the rest of the view. During the
encryption phase, D and G receive no messages. Assuming
encryption is secure, output of the encryption is compu-
tationally indistinguishable from a randomly chosen string
over the domain of the encryption output. We can define
the simulator as follows: The simulator randomly generates
numbers and assigns them to As. For Bs, first a number
of locations corresponding to the number of matching liter-
als are chosen at random. For these locations, A[i][j][σ] is
used for B[i][j][σ]. For other locations, random values are
generated.
Assume that the output of the simulator’s As, Bs is not

computationally indistinguishable from the A, B seen dur-
ing the protocol. Let M be the distinguisher. Then M must
be able to distinguish between some A[i][j][σ] and As[i][j][σ].
This means M can distinguish between a random number
and EKr (X ⊕ R), contradicting our secure encryption as-
sumption. For B̄ a similar argument applies.

For the classification phase site D only sees r, d. Since both
of them are random numbers, a simple random number gen-
erator can be used for the simulator. The message G receives
can be simulated using a random number generator (simu-
lating the message from C) and the actual result (result⊕r).
For the verification phase note that what each party sees is
an item encrypted by a random key for each field. Assume
that the places of the literals that are equal is the part of the
final result (changing the order of literals at each execution
prevents this from revealing any real information.) Site C
can use the same simulator given for the encryption phase.
Therefore we can conclude that the method is secure under
the stated assumptions.

In practice the site C would operate in a stream mode, with
D sending each new instance x and G re-encrypting the rules
R. To C these would appear to be continuous streams – the
repetition in R is masked by the random pad. This avoids
C learning anything based on results over multiple instances
(e.g., giving C a single encrypted rule set for all instances
would enable C to learn what rule was most common, even
if it didn’t know what that rule was.)

One interesting advantage to this method over the generic
method is that by colluding (e.g., under a court order), any
two sites could reveal what the third site has. For example
if G does use a forbidden rule, C and D can collaborate
to expose what that rule is. This is not directly possible
with generic circuit evaluation, since a malfeasant G could
delete the keys used in the protocol to permanently hide the
forbidden rule.

4. COST ANALYSIS
Privacy is not free. Keeping the necessary information pri-
vate requires many encryptions for each classification. Given
v literals in each rule both sites G and D perform O(|R| · v)

encryptions in the encryption phase. The prediction phase
requires a single encryption. Verification requires O(|F | ·
v) encryptions. The total number of encryptions is then
O((|R| + |F |) · v).
The communication cost of the protocol is similar. Assume
the size of each encrypted value is t bits. The encryption
phase sends O(|R| ·v · t) bits, and the prediction phase sends
3t bits. In the verification phase the set F is transmitted in
encrypted form, O(|F | · v · t) bits. The total communication
cost is O((|R|+ |F |) · v · t) bits.

While the communication cost may seem high, particularly
since this is the cost per instance to be evaluated, it is likely
to work well in practice. Bandwidth is growing rapidly, it
is generally latency that limits performance. This protocol
adapts well to streaming - the small number of messages,
and the fact that each site sends only one per phase, means
a continuous stream of instances could be fed through the
system. The throughput of the system could approach the
bandwidth of the communication network.

Note that the generic circuit evaluation is likely to be signif-
icantly more expensive. We have a circuit construction that
solves the problem with O((|R| + |F |) · v · n)) encryptions
where n is the number of bits to represent a literal. The cir-
cuit size is O(|R| · |F | · v · n) gates, giving a bit transmission
cost of O(|R| · |F | · v · n · t). Due to the necessity of repre-
senting all possible input in the construction of the circuit, a
significantly more efficient approach based on generic circuit
evaluation is unlikely.

5. CONCLUSIONS
As the usage of data mining results for homeland security
and other potentially intrusive purposes increases, privately
using these results will become more important. We have
shown that it is possible to ensure privacy without compro-
mising the ultimate goal.

The protocol presented here is a first cut at addressing this
problem. Developing a practical solution requires additional
work. One example is negative clauses. We have a method
to easily extend this protocol to handle clauses with nega-
tion, however it reveals at least an upper bound on the
number clauses with negation. Developing a more secure
approach, and proving that secure, is an open topic. Other
issues include non-boolean rules (e.g., best match), allow-
ing multiple rule matches, supporting less structured data
formats (e.g., text), and demonstrating practical efficiency.

Continued research in privacy preserving data mining must
take into account not just generating the results, but ef-
ficiently and privately using them. Another research direc-
tion is lower bounds on computation and the communication
cost. We would like to explore the trades off between cost
and privacy. We believe that research can develop methods
to increase security in our lives while sacrificing less privacy
than generally assumed.
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ABSTRACT
An inference problem exists in a multilevel database if knowl-
edge of some objects in the database allows information with
a higher security level to be inferred. Many such inferences
may be prevented prior to any query processing by raising
the security level of some of the objects, however this in-
evitably impedes information access, as a user with low au-
thorization who queries just one of the objects with raised
security must seek clearance even when not in danger of
making the inference. More flexible access control is possible
when inferences are prevented during query processing, how-
ever this practice can result in slow query response times.
We demonstrate that access control can be made sufficiently
dynamic to ensure easy access to the information users are
entitled to, while retaining fast query processing. Our infer-
ence control schemes provide collusion resistance and have
a query processing time that depends only on the length
of the inference channels (not on the length of user query
histories). In addition, our schemes provide a property we
call crowd control that goes beyond collusion resistance to
ensure that if a large number of users have queried all but
one of the objects in an inference channel, then no one will
be able to query the remaining object regardless of the level
of collusion resistance provided by the scheme.

1. INTRODUCTION
In a multilevel database an inference problem exists if users
are able to infer sensitive information from a sequence of
queries that each have a low security classification (i.e. are
not sensitive). For example, any user may be able to query
a database to retrieve a list of ship names and the ports at
which they are docked. In addition, the knowledge of which
ports are being used to load ships with weapons may have
a low security classification. Yet, these two queries together
constitute an inference channel, because if both are made
then it’s possible to infer exactly which ships are carrying
weapons, and this may be sensitive.

When protecting against inferences, there is an inherent
trade-off between the granularity of the access control and
the query processing time. The approach to inference con-
trol proposed in [17; 21] requires essentially no query pro-
cessing. In [17; 21], the security levels of specific objects in
the database are raised in order to prevent a user with low
security clearance from completing enough queries to be able
to make an undesired inference. By ensuring that at least

one object in each inference channel requires high clearance,
low-clearance users are prevented from making inferences.
However, a user who only wants to query one particular ob-
ject whose security level has been raised will be unable to do
so without receiving additional authorization, even though
the information they seek may be completely innocuous on
its own. Hence, because access controls are predetermined,
this approach may impede access to information unneces-
sarily .

Another approach to inference control is to determine at
query time whether a query can be safely answered. This
can be done, for example, by maintaining user query histo-
ries. When a user makes a query it is checked against the
user’s query history and all known inference channels, before
granting access to the results of the query. More sophisti-
cated methods of query-time inference control use inference
engines to determine access [9]. However, since query his-
tories can be quite long, this approach can result in slow
query processing.

We introduce a new approach to inference control that al-
lows for fast query processing while enabling fine-grained
access control, and thus, flexible information access. In our
approach, access-enabling tokens are associated with objects
in the database, and users are allocated keys that they use
to generate the necessary tokens. Once a token is used to
query an object the key it was derived from cannot be used
to query any other object in the inference channel. This
is implemented by deleting (or, revoking) the tokens gener-
ated with this key from other objects in the channel. Hence,
query processing depends on the length of the channel rather
than the ever-growing user query histories. In addition, be-
cause initially the same tokens are associated with each ob-
ject, our approach allows for flexible information access. A
user can access any objects in the inference channel provided
doing so will not enable the user to make the undesired in-
ference, even through collusion with other users.

Our approach to inference control is inspired by crypto-
graphic revocation techniques for large groups of users. The
motivating intuition behind the use of these techniques is
that group dynamics play an essential role in ensuring in-
ference control: it is not enough to only consider the user
requesting the object when deciding whether or not to grant
access, instead all of the users of the database and all of the
queries they’ve made, should somehow be taken into ac-
count. The difficulty comes in finding a way to do this with-
out relying on the time-consuming processing of user query
histories. As an example, one might imagine solving the
problem by associating counters with objects in the chan-
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nel, and cutting off access to the channel when the counters
get too high. However, the counters reflect x queries by 1
user and 1 query by each of x users in the same way, and
this doesn’t sufficiently capture the access dynamics. By
leveraging ideas from group communications we are able to
provide some separation between these cases and an auto-
mated mechanism for updating the access controls that is far
more likely to be affected by large-scale querying by a few
users, than scattered queries by many users. More precisely,
our schemes provide collusion resistance and a desirable new
property that we call crowd control. Crowd control ensures
that if a large number of users have queried all but one of
the objects in the channel then no one will be able to query
the remainder of the channel even if they have never queried
the database before.

Overview. In Section 1.1 we discuss related work and in
Section 2 we provide the necessary background definitions
and notation. In Section 3 we provide our two inference
control schemes and in Section 4 we discuss their attributes
and highlight areas for future work.

1.1 Related Work
Our approach to inference control relies on the identification
of inference channels in an initial pre-query processing step.
Of course, it is impossible to identify all inference channels
[24] but previous work has demonstrated significant success
in identifying inferences both from the database schema [6;
17; 2; 26] and the data itself [5; 8; 28]. Our inference con-
trol techniques work with either approach, however we note
that if the latter approach is used then it should be re-run
periodically to accommodate changes in the data and this
could lead to a need to distribute additional keys to users
(if, for example, an inference channel of a length exceeding
all others is identified).

Inferences may also be detected at query processing time
(see [9; 25; 12]). This approach may lead to long query
processing since it most effectively operates on a user’s entire
query history (in conjunction with a logic-based inference
engine).

Once the channels are identified we assign keys to users and
tokens to the objects in the inference channels in such a way
that users have flexibility in the objects they choose to ac-
cess, provided the users are unable to complete the channel.
Because the queries made by each user must affect the ac-
cess capabilities of other users in order to ensure collusion
resistance and the desirable property of crowd control, we
draw inspiration for our schemes from secure group commu-
nication. In particular, the key allocation method employed
in our schemes is similar to what’s currently known as a
subset-cover scheme [14] in the group communication set-
ting. We believe that these cryptographic techniques are
in many ways better suited to the inference control prob-
lem than the group communication setting. For example, if
a large number of users have queried all but one object in
an inference channel then it may be wise to consider this
information to be in the public domain and to block all
users (even those who have never queried the database) from
querying the remaining object in the channel. The analo-
gous situation in group communication is the revocation of
an innocent user as the result of the revocation of several
unauthorized users. This is a well-known problem in group
communication that much work has gone into remedying

(see, for example, [10]) yet it is a desirable property of an
inference control scheme (what we call crowd control).

As mentioned in Section 1, an alternative approach to in-
ference control that can be viewed as fitting in our general
framework is to maintain a bit for each object indicating
whether or not it has been released as the result of a query
(see, for example, [9]). Our approach allows for more ac-
curate access control because we can distinguish between n
users each accessing m−1 objects in an inference channel of
length m, and n(m−1) users each accessing a single object in
the channel. The method of [9] cannot, and this distinction
is important since in the former case the remaining object
in the channel should probably be blocked from all users if
n is large, but in the latter case this may be unnecessary.

Finally, we note that if it is determined that a user’s cur-
rent query will enable them to make an undesired inference
then this may be prevented by using query response mod-
ification (see, for example, [9; 23]). Our techniques can be
used in conjunction with query response modification, that
is, rather than requiring that the user receive higher autho-
rization before completing the inference channel, it is also
possible to simply modify the response, provided that still
yields sufficiently useful information.

A survey of many of the existing approaches to inference
control is in [4].

2. PRELIMINARIES
We denote the number of users of the database by n, and the
users themselves by, U1, . . . , Un. We view inference channels
as being composed of objects. For our purposes, “object” is
a generic term to describe a unit of information that is recov-
erable from the database, for example, a fact, attribute or
relation. The example inference channel of Section 1 consists
of objects that are each relations: the relation between ships
and ports, and the relation between ports and weapons. We
use m to denote the number of objects in an inference chan-
nel, and let O1, . . . , Om denote the objects in the channel.
We sometimes refer to an inference channel of length m as
an m-channel. The ship-port inference channel of Section 1
is a 2-channel.

In the initialization phase, users receive a set of encryption
keys that they use to prove authorization (perhaps in addi-
tion to authenticating themselves to the database) to access
the objects in an inference channel. Users prove this by
encrypting some information specific to their object of in-
terest. For example, the token might be an encryption of the
attribute names needed to pose the query to the database.
Referring back to the example of Section 1, we might require
that the user form the token that is an encryption, under an
approved key, of the attributes “ship name” and “port” con-
catenated together (i.e. the attributes are first represented
as bit strings, then concatenated and then encrypted).1

We denote the set of keys allocated to Ui by Ki, i = 1, . . . , n.
Each encryption key may be known to several users. Before
any queries have been made, each encryption key can poten-
tially be used to access any object in the channel. However,
users only have enough keys to generate tokens for a proper
subset of the objects in the channel. We say a user has max-

1It is possible that with this approach a sequence of queries
will be treated as though they form an inference channel
when they do not. This is a common problem in inference
control. We discuss ways to remedy this in Section 4.
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imally queried the channel if they have used all possible keys
to query the channel. By limiting the number of keys per
user, we guarantee collusion resistance–a coalition of users
cannot together query all the objects in the inference chan-
nel. The following definition makes this more precise.

Definition 1. Let c be an integer, 0 < c ≤ n. We say

that an inference protection scheme is c-collusion resistant if

c users acting in collusion are unable to query all the objects

in any inference channel.

Once an encryption key is used to gain access to object Oi,
the same key cannot be used to gain access to any object,
Oj , j 6= i, in the same inference channel. This is accom-
plished by deleting (or, revoking) the tokens generated by
that key from the rest of the inference channel. In other
words, part of the automated access control mechanism is
to update the list of acceptable tokens for objects in the
inference channel each time an object in the channel is ac-
cessed (this processing time depends on the length of the
channel). Hence, because a key may be used by many users,
the queries of each user potentially affect the access capa-
bilities of many users. For example, if two of the keys used
to query an object in the channel belong to the same user,
then this user will be unable to maximally query the chan-
nel. These properties allow us to achieve a property that we
call crowd control: if a lot of users have queried a maximal
portion of an inference channel (e.g. m−1 out of m objects)
then no user should be able to complete the inference chan-
nel by making the remaining query. The reasoning here is
that if an object has been queried a lot it is more likely to
have been leaked and so it may be prudent to consider the
query results to be in the public domain. So, if this is the
case for most of the channel, access to the remaining object
should be explicitly prohibited.

Definition 2. Let 0 < ε < 1, and let U denote a ran-

domly selected user. Consider a c-collusion resistant in-

ference protection scheme. If when more than x sets of

c users have together queried some set of m − 1 objects,

Oi1 , . . . , Oim−1 , in inference channel {O1, . . . , Om}, then with

probability at least 1− ε, U cannot access the remaining ob-

ject, {O1, . . . , Om} − {Oi1 , . . . , Oim−1}, we say the scheme

has (x, c, ε)-crowd control.

Figure 1 is a high level example of how token sets, and con-
sequently access control, changes as a result of user queries.
The figure simplifies our approach in two ways. First, we
don’t show the keys each user receives, but rather just the
tokens they generate from them (depicted here as ovals).
The second, and more important, simplification is that to-
kens corresponding to different objects appear identical. In
reality, the tokens are particular to the object with which
they are associated, while the encryption keys used to gen-
erate them may be the same (see the discussion in Section 4
for more on this).

An important part of our analysis is assessing how informa-
tion access changes as more users query the channel. To do
this we need to understand how one user’s set of keys relates
to another user’s set of keys. This is important because with
each query the set of acceptable tokens for every other query
can change. More precisely, we often study how much the
key sets of one group of users, say U1, . . . , Ur, cover the key
set of user, Ur+1. The size of the cover is the number of keys

After U1 queries               
O1 and O2:

After U3 queries                     
O1 and O2:

Inference Channel of Length 3: { O1, O2, O3}

T3

4 Users:

U1’ s Tokens =

U2’ s Tokens =

U3’ s Tokens =

U4’ s Tokens =

Dynamic Inference Control:

Initial State:

T1 T2

Empty

U1 used token      
to query O1 and 
token     to query 
O2

U3 used token       
to  query O1 and 
token     to query 
O2

Figure 1: In this example there are four users each with two
tokens (or, two keys that they use to generate tokens) and
collusion resistance is c = 1. For i = 1, 2, 3, the ith column
indicates which tokens can be used to access object Oi after
the queries listed on the left hand side have been executed.
After both U1 and U2 have queried objects O1 and O2, no
one can query object O3 (it has no more acceptable tokens)
but everyone can still access both O1 and O2.

Ur+1 has in common with at least one of U1, . . . , Ur, that is,
the value: |Kr+1 ∩ (∪r

i=1Ki)|.
Finally, for simplicity of exposition, we often assume that
a fractional quantity (i.e. a

b
) is an integer. This should be

clear from context.

3. DYNAMIC INFERENCE CONTROL
We assume that inference channels have been identified (for
example, using a tool such as [17]) prior to the deployment
of our inference control scheme. Our protocol consists of
three phases:

• Key Allocation: Users are allocated (mmax−1)/c keys,
where mmax is the maximum length of an inference
channel in the database, and c is the desired degree of
collusion resistance.

• Initialization of the database: For each inference chan-
nelQ = {O1, . . . , Om}, a set of tokens, Ti, is associated
with each object such that each user is capable of gen-
erating exactly (m−1)/c tokens in Ti, for i = 1, . . . , m.
Initially, that is prior to any queries, the token sets are
identical: T1 = T2 = . . . = Tm.
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• Query processing: If token t ∈ Ti is used to gain access
to Oi, then for every s 6= i, any token in Ts that was
generated by the same key is deleted. Hence, the token
sets change as queries are made.

We present two schemes that differ in how the first stage
is completed; initialization of the database is essentially the
same for both and query processing is as described above.
The first is a simple randomized scheme that achieves prob-
abilistic guarantees on crowd control (that is, ε > 0). We
analyze that scheme according to the crowd control and in-
formation access it permits as a function of the number of
users querying the database.

We also present an algebraic scheme that offers deterministic
guarantees on information access. Due to space constraints
we do not analyze the scheme, although its analysis is similar
to that of the randomized approach.

3.1 A Probabilistic Key Allocation Scheme
To allocate keys to the users we adopt a “bucket”-based ap-
proach that is often used in secure group communication
(see, for example, [10]). Let there be (mmax − 1)/c buck-
ets, B1, . . . , B(mmax−1)/c, each containing q encryption keys
(that is, there are q(mmax − 1)/c keys total). The keys
themselves are randomly generated and are of a bit length
suitable for the symmetric encryption scheme being used.
For i = 1, . . . , n, Ui receives a randomly selected key from
each bucket for a total of (mmax − 1)/c keys per user.

Token sets for an inference channel of length m ≤ mmax are
formed by choosing a subset of (m− 1)/c buckets, Bi1 , . . . ,
Bi m−1

c

, and using the keys in each bucket to generate the

tokens for each object in the m-channel, as described in
Section 2 (i.e. initially, every key in Bi1 ∪ . . . ∪ Bi m−1

c

can

be used to access each object). Hence, before any queries are
made, each user has the ability to query any m−1

c
objects,

and so the scheme is c-collusion resistant. The following
theorem shows how, for a given value of ε, the degree of
crowd control afforded by the scheme depends on m and q.
The idea behind the theorem is that a large set of users are
likely to cover the key set of another user, so if these users
have maximally queried the channel, the other user will be
blocked.

Theorem 1. Let 0 < ε < 1, and let c denote the collusion

resistance of an instance of the probabilistic inference control

scheme. Let x = ln(1−(1−ε)c/(m−1))
ln(1−c/q)

then the scheme has

(x, c, ε)-crowd control.

Proof. It suffices to show that if more than

x = ln(1−(1−ε)1/(m−1))
ln(1−1/q)

sets of c users have queried m − 1

objects, Oi1 , . . . , Oim−1 , in an inference channel of length
m then the probability that a user U can query Oim is less
than ε. U is unable to query Oim if the key sets of the users
who have queried any of the other objects in the channel
cover the relevant part of U ’s key set (i.e. those keys of U ’s
that are useful for querying this channel). Of course, this
happens with probability 1 if U has made (m − 1)/c other
queries, and otherwise, the probability of this covering is at
least (1− (1− c/q)x)(m−1)/c. Setting the latter quantity to
be at least 1− ε and solving for x gives the quantity in the
theorem statement.

Crowd Control

(q = 10, m = 16)

P(U can query Om | x)

x =Number  of users who have 
each quer ied O1,…,Om-1

Figure 2: This figure shows how U ’s access to an object
in an m-channel changes as the number of users who have
each accessed the m− 1 other objects in the channel grows.
Here, c = 1, q = 10 and m = 16 (hence, this scheme can
accommodate 1015 users). When the number of users is 70
or more, U can only access the object with probability at
most .01.

Note that this theorem can be used to lower bound the prob-
ability that U can access object Om when x sets of c users
each have accessed any portion (i.e. not necessarily a max-
imal portion) of O1, . . . , Om−1. However, it is a far weaker
bound in this case. We claim that this is as it should be: if
a large number of users have maximally queried the chan-
nel then for security purposes the remainder of the channel
should be blocked, however if the users have only partially
accessed the channel then the security risk to leaving it ac-
cessible is far less. To get a better idea of how access changes
as a function of x, we include a concrete example of the ac-
cess probabilities in Figure 2.

Theorem 1 shows that if a particular (m − 1)-subset of the
objects in a channel has been queried a lot, then users will be
unable to query the remaining object in the channel whether
or not they’ve already made some queries. It’s likely that
most users will still be able to access some ((m−1)/c)-subset
of the queried objects, however, as the following lemma
shows.

Lemma 1. Let 0 < ε < 1, and let c denote the collusion

resistance of an instance of the probabilistic inference control

scheme. If x > ln(1−(1−ε)c2/m2
)

ln(1−1/q2)
users have each maximally

queried an m-channel, then with probability greater than

1− ε, a user U , who is not amongst the x users, can maxi-

mally query the same channel.

Proof. A user U cannot maximally query the channel
if two of U ’s keys have been used to query a single object.
This is impossible if for every pair of U ’s keys, one of the
users who has maximally queried the channel has both such
keys. The probability of this is at least (note this is a coarse

bound): (1− (1− 1/q2)x)(m/c)2 . Setting this quantity to be
greater than 1 − ε, we get the bound in the lemma state-
ment.

The above results demonstrate how a threshold number of
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queries to a channel affect the access capabilities of other
users, but they don’t describe how information access changes
before the threshold is reached. We prove a lower bound
on information access as a function of the number of users
querying the channel by using the fact that any of U ’s keys
that have not been used to query an object in the channel,
may be used to query any object in the channel.

Theorem 2. Let 0 < α < 1. Consider a c-collusion re-

sistant instance of the probabilistic inference control scheme.

If the number of users who have maximally queried the chan-

nel is x < q(1−α)εc/((m−1)(1−α))

e
then with probability at least

1 − ε, another user can access any subset of objects in the

channel of size
α(m−1)

c
.

Proof. Consider a set of x + 1 users, U 6∈ {U1, . . . , Ux},
the expected number of U ’s keys that U1, . . . , Ux cover, is
(m−1)x

cq
. We show that the probability that U1, . . . , Ux cover

more than 1− α of the keys U has for querying the channel
is less than ε. From Chernoff bounds [13], it follows that
this is true when the following inequality holds:

( e(q(1−α)/x)−1

(
q(1−α)

x
)

q(1−α)
x

)
(m−1)x

cq < ε. This inequality is satisfied by

the x bound given in the theorem statement.

To reduce user U ’s access to an inference channel, two users
sharing distinct keys with U must use these keys to query
the same object, O, in the channel. In such a situation,
U is unable to use either key to query other objects in the
channel, while U only needs one of the keys to query O,
hence one of U ’s keys cannot be used. Hence, restricting
a user’s access to the channel requires more about the key
allocation structure than we use in Theorem 2, and so we
suspect that this lower bound is generally not tight (and
Lemma 1 provides particular evidence that it’s not tight).

3.2 A Variant with Deterministic Guarantees
The key allocation scheme of Section 3.1 guarantees crowd
control and information access probabilistically as a func-
tion of the number of users querying an inference channel.
In some settings deterministic guarantees are necessary. We
can achieve some deterministic guarantees by using error-
correcting codes to allocate keys to users. Specifically, we
use Reed-Solomon codes (see, for example, [27]) to allocate
keys to users. Reed-Solomon codes use a polynomial that’s
unique to each user to determine each user’s codeword, or
in our case, key set. Because two polynomials of the same
degree intersect on at most as many points as their degree,
two users in our inference control scheme will share at most
as many keys as the degree of their polynomials. Using this
fact, we construct a scheme with deterministic (i.e. ε = 0)
information access guarantees. The following makes the key
allocation part of such a scheme more precise, the initializa-
tion of the database and the query processing are both just
as before.

We consider all polynomials of degree t, 0 < t < (mmin −
1)/c, over the finite field Fq of q elements, where mmin is the
minimum length of an inference channel. To each user, U , we
associate a unique such polynomial, pU (x) ∈ Fq[x]. For each
element (γ, β) ∈ Fq × Fq we generate a random key, kγ,β of
the desired bit length. User U receives the set of keys KU =
{kγ,pU (γ)|γ ∈ A ⊆ Fq}, where A is a set of size (mmax −
1)/c. Note that this is very similar to the bucket-based

construction of Section 3.1 except that using polynomials
to allocate keys from the “buckets” gives more control over
the overlap between users’ key sets. The following lemma
demonstrates one of the deterministic guarantees provided.

Lemma 2. Consider a c-collusion resistant inference pro-

tection scheme that uses the key allocation method of this

section. If x < (m−1)(1−α)
ct

users have maximally accessed

an m-channel then another user can access any subset of

objects in the channel of size
α(m−1)

c
with probability 1.

Proof. Consider a user U who is not among the x users
who have maximally accessed the channel. U shares at most
t keys with each of the x users, and so at most

tx < t( (m−1)(1−α)
ct

) = (m−1)(1−α)
c

keys total. Hence, U has

more than α(m−1)
c

keys that none of the x users have and can
access a different object in the channel with each key.

An analysis very similar (but a bit more involved due to
the fact that keys aren’t assigned independently) can be
performed to prove crowd control and lower bounds on in-
formation access. The scheme performs comparably to the
earlier one.

4. DISCUSSION AND OPEN PROBLEMS
We have concentrated on a single inference channel for sim-
plicity of exposition. When using our methods to prevent in-
ferences across multiple channels a potential problem arises
when a single object appears in channels of different lengths.
To ensure that no inferences can be made by exploiting the
varying channel lengths it may be necessary to reduce the
number of acceptable keys associated with objects in over-
lapping channels, thus reducing information access.

In addition to focusing on a single channel we have also as-
sumed a fixed user base. Over time, however, it is likely that
users will lose access to the database (i.e. be revoked) and
new users will be added. The scheme of Section 3.1 has a
fixed upper bound on the number of users it can accommo-
date: q(mmax−1)/c (the bound for the scheme of Section 3.2
may be less depending on t). To allow for the addition of
new users we can choose q to be larger than is currently
required. Of course, this will have consequences for crowd
control: increasing q means users’ key sets are more disjoint
and so the queries of individual users tend to have less of an
impact on the access capabilities of others.

When a user is revoked from accessing the database their
keys must no longer be valid. Simply deleting the tokens
generated from their keys might unfairly restrict the ac-
cess of others, so rekeying of the valid users may be needed.
There is a large body of work on revocation in group com-
munication that we may leverage for this problem. For ex-
ample, efficient techniques for key updating over a broadcast
channel are provided in [16; 10]. In addition, we note that
protection against key leaks can be built into the key allo-
cation scheme by ensuring that if a group of users pool their
keys a leak a subset of the resulting pooled set, we will be
able to trace at least one of the culprit users. Such tracing
capability can be incorporated into exactly the type of key
allocation we use in this paper (see, for example, [19] ) but
it will tend to increase the crowd control threshold, x.

As mentioned earlier (and as Lemma 1 indicates) our lower
bound on information access for the scheme given in The-
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orem 2 isn’t tight. A proof that takes more of the combi-
natorics of the key allocation scheme into account should
produce a better bound. In addition, there may be ways to
reduce user storage while retaining inference control. Using
similar techniques to those in [14], it may be possible to al-
locate to each user a smaller set of keys that they can then
use to generate additional keys, and thus, tokens.

Our approach offers more flexible information access than
existing approaches with fast query processing, but it still
may not offer quite the flexibility afforded by schemes that
rely on user query histories to determine access control. This
is because, as mentioned in Section 1.1, we require users to
form tokens that are derived from information that’s spe-
cific, but not necessarily unique, to the object of the user’s
interest. We could easily base the tokens on unique infor-
mation but we think that doing so will increase the total
number of inference channels so much as to negatively im-
pact performance.

Finally, we note that with our schemes it is possible to de-
termine what information the user could have accessed just
from the current access control state (i.e. the value of the
token sets at various points in time). For example, any key
that appears in a token set Ti and no others must have
been used to query object Oi, whereas a key that appears
in all the token sets could not have been used. Hence, if a
user is known to be compromised, the authorities can use
their knowledge of the user’s keys to determine what infor-
mation the user could have accessed. Of course, provided
the users’ keys sets are kept private unless such a security
breach occurs, the fact that keys are shared amongst users
also provides desirable privacy to the users of the database.
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