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ABSTRACT Recently, deep learning models have emerged as promising methods for the diagnosis of
different diseases. Cardiac disease is among the leading life-threatening diseases on a global scale. The aim
of this paper is to propose an optimized Convolutional Neural Network (CNN) model for the classification
of electrocardiogram (ECG) heartbeat data. The proposed ECG classification approach is designed with
an optimal CNN configuration to classify cardiac arrhythmias quickly and effectively. Finding an optimal
configuration for the CNN hyperparameters is time-consuming and needs extensive experimentation.
To overcome this challenge, we present an optimization step for the proposed CNNmodel using a customized
genetic algorithm. It provides an automatic suggestion for the best hyperparameter settings of the proposed
CNN. The challenge in utilizing the genetic algorithm is that its operators need to be customized to handle our
problem domain. Our approach accepts raw ECG signals without any preprocessing steps, which has benefit
in saving the computation time. Our approach also provides a resampling step to ensure generalization,
to better handle imbalanced ECG classes. Experiments show promising results of our proposed approach
against other approaches whose CNN hyperparameters setting depended on numerous trials, requiring
extensive ECG feature extraction steps, and do not consider imbalanced classes. The performance of our
proposed approach is better than other existing methods both in terms of higher classification accuracy
(98.45%), and lower computational complexity.

INDEX TERMS Cardiac disease, convolutional neural network, hyperparameter selection, genetic
algorithms.

I. INTRODUCTION
Deep learning has proven successful in solving various prob-
lems in the medical applications area. Cardiac disease is one
of the most common causes of death globally [1]. Using deep
learning as a diagnostic tool for heart disease can reduce
the risk of various heart-related complications, such as heart
failure and stroke. ECG is a test tool that represents via
a waveform signal the rhythm of cardiac electrical activity
using skin-attached sensors [2]. Analysis of the ECG data is
beneficial because it can be used to identify different heart
diseases such as arrhythmia.

Arrhythmia is the abnormality of the heart rate [3]. It is cat-
egorized as life-threatening or non-life threatening. Patients
with arrhythmia may feel that their heartbeats are too slow,
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too fast, or have irregular beats. However, arrhythmia diag-
nostics require professional cardiologists to accurately clas-
sify irregular ECGs, which is a time-consuming process
due to the large differences in ECG beats. Therefore, auto-
matic heart disease diagnosis and classification techniques
have been used in recent decades to assist cardiologists in
making better decisions to improve the accuracy of disease
recognition [4].

Early methods mainly used machine learning meth-
ods for the automatic classification of heartbeats but
required important steps such as feature selection, feature
extraction, and classification for the ECG time series data.
The authors of [5]–[7] employed several methods of fea-
ture extraction and machine learning classification tech-
niques [8], [9]. However, it is difficult to capture and
extract all relevant features from a time series such as
the ECG.
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Recently, deep learning techniques have played an impor-
tant role in solving various classification problems and have
achieved outstanding performance for accuracy of time series
classification. Deep learning is a kind of machine learning
technique that consists of multiple regression layers within
a hierarchical architecture, with information processing tak-
ing place across these successive layers [10]. Deep learning
techniques recognize more complex features from the data
due to the number of hidden layers. Consequently, the results
of the classification of deep learning models are generally
superior compared to other machine learning techniques [11]
for complex data.

The goal of this paper is to develop an approach that
improves the accuracy and performance of classification of
ECG signals based on deep learning.

A. RELATED WORK
A convolutional neural network (CNN) is a popular deep
learning model that has been successfully used in many fields
such as computer vision and image processing [12], [13]. The
work in [14] focuses on physiological data for signals in the
form of 1D signal records that sample data points over time.
The CNN can capture the position of invariant patterns when
analyzing physiological signals [15]–[17]. In addition, the
CNN is characterized by a lower sensitivity to noise, which
increases its ability to obtain useful information in case of
noise in the signals [18]. Such abilities are obtained from the
deep hierarchical structure, as features can be represented and
learned in a more abstract manner within the layers of the
network.

CNNs have been used in for classifying heartbeat arrhyth-
mia and detecting other heart diseases [18]–[22]. The work
in [16] introduced a technique to automatically detect atrial
fibrillation based on deep convolutional neural networks.
They can learn the features of data by designing a computa-
tional model using a combination of multiple processing lay-
ers [23]. In [18], an encoder and decoder approaches are used
to construct a deep network structure of twenty-seven layers.
The input signals are decreased to low dimensional vectors
within the encoder, and the signals are regenerated via the
decoder. Their approach introduces representations of both
high- and low-level signals in the hidden layers of the model.
In [19] the segmented signals of ECG are processed by a CNN
model with 11 layers. Its structure is comprised of four con-
volutional layers, three fully connected layers and four max
pooling layers. The authors of [24], [25] proposed cardiac
disease diagnosis system consisting of long short-term mem-
ory and CNNs. [10], [26], [27] use a 1D-CNN classifier that
can classify cardiac arrhythmia automatically. Their model
can process heartbeats directly without additional feature
extraction steps, and they demonstrate their competitiveness
in classification accuracy compared to traditional methods.

Some CNN-based research has applied preprocessing to
ECG signals, such as wavelet transforms [21], [31], [32]
or denoising of ECG signals [33]. In [34], they proposed
a method of normalizing length records to produce records

of equal length to be submitted to their CNN model. They
developed a layer of 31 one-dimension residual CNNs to
diagnose five types of heartbeats [4]. Stationary wavelet
transform (SWT) and short-term Fourier transform (STFT)
were utilized to preprocess ECG segments to generate
a 2-dimensional matrix input for a deep CNN in [16]. In [21]
they denoised the baseline wander from the ECG signal
before submitting the signals to their deep learning model.

Limitations of most previous research works are that they
use pre-processing steps such as noise removal or feature
extraction for ECG signals instead of inputting raw data
directly into the deep learning model, which increases the
computation time. In addition, most research uses pre-defined
and manual parameter value tuning for their proposed CNN
models. These hyperparameters of the CNN model must be
specified prior to the training process. The tuning of hyperpa-
rameter values is a complementary part of the construction of
any deep learning model. These hyperparameters can include
the batch size, the number of layers, the cells in each layer,
the type of activation function and so on. The choice of these
values can have an important impact on the training process.
It can affect the final accuracy of the model by causing
the resulting model to under fit or overfit. Therefore, these
parameter values should be optimally determined. To find this
optimal configuration is a challenge and a time-consuming
process, due to the selection of parameter values from a
combinatorial set of choices.

Our approach to selection of the optimal parameters is
based on a genetic algorithm (GA), which is a heuristic algo-
rithmic approach inspired by evolutionary theory. There are
several studies that have applied genetic algorithms to CNNs,
such as [28]–[30]. In [28], they used a CNN for diagnosing
breast cancer; the weights of the CNN were optimized using
a genetic algorithm (GA). They evaluated their GA-CNN
model against three different optimizers; their results indicate
that their GA-based model performed similarly to the Adam
optimizer. Also, in [29] they used a CNN for diagnosing
Alzheimer’s disease; they used genetic algorithms to optimize
the network architecture of the CNN. Their version of the
genetic algorithm is specific to the given input dataset, and
it can select the best-performing CNN architecture, including
the optimization algorithm and activation function. In [30]
the authors introduced an approach for building optimal deep
neural networks (e.g., CNNs, LSTMs, RNNs) using genetic
algorithms suited for specific classification tasks. Their GA
approach selects the required number of layers and nodes in
each layer, and it automatically finds the best suited deep
neural network architecture. The evaluation of the network
is based on the accuracy of classification. To our knowledge,
we are not aware of existing work that applies GA to the task
of ECG signals classification. The difference between our
GA approach against other approaches is that we developed a
specific method for individual encoding of the GAwhich was
suited to our problem domain. The scheme of an individual
encoding in the GA population is presented to adapt to the
time-series ECG data classification task. Instead of manually
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adjusting the CNN hyperparameters settings, we designed a
customized genetic algorithm to select the best CNN hyper-
parameters from multiple configurations to improve the clas-
sification accuracy and avoid time consuming.

B. OUR CONTRIBUTIONS
Considering the shortcomings of existing CNN-based meth-
ods for the automatic classification of heartbeats, we aim to
develop an approach that improves accuracy and computa-
tional performance in the classification of ECG signals. Our
proposed CNNmodel has a smaller number of layers to avoid
complexity. In addition, our proposed approach accepts raw
input ECG signals without any preprocessing steps since the
CNN model can extract features during the learning process.
Also, the best configuration for the proposed CNN hyperpa-
rameters is selected using a customized genetic algorithm.
We chose CNNs for our ECG classification approach because
of its strengths in automatic and adaptive learning of infor-
mative features. Especially for the time-series ECG data,
CNNs are able to automatically extract predictive temporal
patterns, without the need to preprocess or hand-tune the data
or model. Also, it has a major advantage in terms of high
noise resistance compared to other methods. Furthermore,
we customize the genetic algorithm due to its advantage in
finding good solutions in a large space of solutions, especially
due to its fitness function, which uses a non-knowledge-based
optimization process for evaluation. In our case, the genetic
algorithm selects the best hyperparameter settings from
multiple configurations to improve the accuracy of the
ECG signals classification task.

In summary, improvements in the classification per-
formance of ECGs are introduced through the following
contributions:
• We design a CNNmodel with low structural complexity
using only two convolutional blocks.

• Our approach does not need any pre-processing steps for
the ECGs Signals.

• We develop a custom genetic algorithm to effectively
select the best hyperparameters for our CNNmodel. The
scheme of individual encoding in the population of our
GA is introduced to adapt to our problem domain.

• We resample the dataset to address the imbalanced class
problem. A simplified resampling method was used to
avoid computational costs. It based on up sampling the
minority classes and down sampling the majority class.

II. MATERIAL AND METHODS
A. PROPOSED CNN ARCHITECTURE
Our proposed CNN model automatically classifies ECG
signals to detect cardiac arrhythmias without applying any
preprocessing or feature extraction steps. A 1D-CNN is con-
venient for time-series data such as ECG signals from which
samples are taken at regular intervals [4]. Our CNN struc-
ture is mainly a combination of two convolutional blocks
(six layers), fully connected layers (two layers), and an output
softmax classification layer, as shown in Fig. 1.

FIGURE 1. The proposed CNN structure.

We configured our CNN model with these settings to sim-
plify its structure as much as possible to avoid any additional
computational cost, and reduce the structural complexity.
In each convolutional block, there are F filters with size K
for the kernels. The level of the pooling layer, also called
subsampling or down sampling, exploits the feature space
of the previous layers to generate a new feature space by
fetching the maximum values within a specified region from
previous feature space. The main aim of this layer is to make
the dimensionality of the feature maps half the actual size
from the previous layer to decrease the number of compu-
tations and avoid the problem of data overfitting. The batch
normalization layer allows better stability and performance of
the CNN structure by avoiding vanishing gradients [35]. It is
important to note that CNNs are ideally suited for automati-
cally extracting informative and predictive features from the
1D time-series ECG data. The important input subsequences
are captured by the F filters (or masks) that act as useful
signals for the downstream prediction task and are trained via
backpropagation. Furthermore, max-pooling extracts infor-
mation across the filters, and then the second convolution
layer extracts higher-level features from the 1D data. What
is particularly impressive is that these features are learned
without human supervision and can deliver comparable or
often better predictive performance compared to hand-tuned
features, as in our case.

The CNN has a flattened layer which transforms the input
features of the previous layer to the appropriate output size to
be passed to a dense-connected layer of (F) units.

In addition, the last layer employs softmax [36] which
determines the class by normalizing the results of the previous
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FIGURE 2. The architecture of the genetic algorithm.

layers and computing a probability distribution for the various
classes [24].

The customized CNN structure involves multiple settings
of the following hyperparameters [34]
• Number of convolutional blocks (CNN Depth) (N = 2).
• Filters (Fi) and kernels sizes (Ki) in each convolutional
block (i = 1, . . . , N).

• Number of epochs: iterations over the training dataset.
• Batch size: samples segmented into several smaller
batches.

• Max-pooling size: gradual down sampling of the feature
space.

• Activation function and optimizer for CNN: Activations
include rectified linear unit (relu), sigmoid, exponen-
tial linear unit (elu), hyperbolic tangent (tanh), and so
on. Optimizers include root mean square propagation,
stochastic gradient descent (sgd), adaptive gradient algo-
rithm, adaptive moment estimation (Adam), etc.

B. OPTIMIZATION FOR CNN HYPERPARAMETERS
Hyperparameter optimization can be defined as how to
decrease the number of trials while finding the best hyper-
parameters to obtain the optimum CNN settings. The rela-
tionship between model performance and parameter settings
should be specified for hyperparameter optimization.

One of the issues with neural models like the CNN pro-
posed above is the need to tune the hyperparameters of the
network, spanning the different elements outlined above, e.g.,
the number and size of filters, the learning rate, the activation
function, and the optimizer. It is difficult to tune these by
hand, and typically one can perform a grid search or other
systematic search to sample the best parameters, which can
be time consuming. Instead, we propose to use a genetic
algorithm to accomplish this task.

The fundamental ingredient of the genetic algorithm is a
population of individuals (with chromosomes composed of
genes). Each individual represents a solution to the given
problem and has a fitness value that measures the quality of
the solution. The algorithm as shown in Fig. 2 operates on a
randomized population of individuals. Binary encoding used
for individuals of the population. Then, random selection of
the initial population, known as a generation, is employed.
Thereafter, the algorithm performs a fitness evaluation on
this generation. Selection, crossover and mutation operators
based on the fitness value are applied to produce a new gener-
ation. New individuals are added for each generation accord-
ing to the genetic operators of the population. Operators of
the genetic algorithm such as crossover, mutation and selec-
tion are used to make the population’s characteristics more
diverse. The crossover operator randomly distributes genes
of both parents to generate a new one. The mutation operator
modifies the genes of some individual strings. The main aim
of crossover and mutation operators is to explore new regions
in the search space. The selection operator chooses the most
suitable individuals within the population, considering that
their offsprings have a better likelihood of survival in the next
generation due to their high fitness value. Individuals with the
worst fitness values are deleted, and more offspring members
are produced from individuals with higher fitness values. The
previous process is repeated until certain stopping criteria
are met.

The genetic algorithm needs to define a suitable represen-
tation of a solution for a given problem, which is considered
one of its challenges. The appropriate selection of values of
the mutation and crossover operators are critical and some-
times complex to find the best solution, since they have no
prior knowledge of the function structure that needs to be
optimized.
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FIGURE 3. Design of the genetic algorithm for optimal CNN configuration.

Fig. 3 presents the design of a genetic algorithm based on
our problem domain to calculate the optimal CNN hyper-
parameters giving consequently the highest classification
accuracy. These selected hyperparameters are then used to
build and train the optimal CNN model. We developed a
certain method of individual encoding. Each individual in
the population is a candidate solution that introduces CNN
hyperparameters for our proposed architecture.

The fitness function is based on computing the classifi-
cation accuracy during the training of a separate validation
set. The stopping criteria is based on the number of genera-
tions. Number of iterations before termination depends on the
complexity and problem type. In our case, it was sufficient,
in terms of calculating classification accuracy, to set the
number of generations to 50 in order to avoid computational
complexity.

For our genetic algorithm, the scheme of encoding of an
individual in the population is presented in Fig. 4. An indi-
vidual is encoded in the genetic algorithm as a binary string,
where a collection of bits in each individual string represents
some characteristics of the solution. The population size
should be reasonable, since if it is large, the search space is
increased, and concomitantly the computational load. There-
fore, the initial population consists of 30 individuals. There
are five hyperparameters: filter size, kernel size, learning rate,
activation function and optimizer; each hyperparameter value
is represented by 4 binary genes. For example, the types
of activation functions are categorized into numbers while
these numbers are encoded into their corresponding binary
numbers. Thus, each individual is represented by a sequence
of 20 binary genes as shown in Fig. 4.

We used uniform crossover, where each bit in the new
offspring was randomly chosen among the two parents by
picking parent gene values at each selected position. After
choosing the two parents by the selection method, we gener-
ate a random binary vector of individual length. To create the
offspring, in case the value is 1, then the gene from the first
parent is chosen. Otherwise, the gene from the second parent
is selected [37]. All resulting offsprings from crossover are
then passed to the mutation process. We used probabilistic
bitwisemutationwhere a bit is turned from 0 to 1 or vice versa
at a random position. The probability of mutation normally
increases with the population size to encourage the diversity
of individuals to obtain global optimal solutions. However,
the use of crossover and selection does not guarantee optimal-
ity. Therefore, mutation is used to alleviate this concern by
providing novel offsprings that are different the from parents,
which is required to skip the local search space. Tournament
selection is used, where individuals of the population are
randomly selected to perform several tournaments among
themselves. The individual winner in each tournament is cho-
sen for the crossover operator. The crossover operator uses a
uniform probability to select two individuals, then chooses
the individual with the highest fitness value.

III. EXPERIMENTAL ENVIRONMENT
A. DATASET
We used the MIT-BIH arrhythmia dataset [38] from the Phy-
sionet website [39]. It contains 48 samples of ECG signals
obtained from 47 subjects and was used in the performance
evaluation of the optimized CNN. The sampling frequency
of ECG signals is 360 Hz. The length of the data for each
ECG sample is about 30 minutes. The proposed approach can
classify ECG heartbeats in five classes, as recommended by
the Association for Advancement ofMedical Instrumentation
(AAMI) [40]. Table 1 summarizes the heartbeat classes.

B. THE RESAMPLING METHOD
We can observe a big difference in the number of ECG
heartbeats within different classes. This class imbalance can
lead to the suppression of the minority class in favor of the
majority class during the training process. This can lead to
a false increase in the overall accuracy because the majority
class dominates the learning process. Previous research didn’t
consider the class imbalance problem when classifying ECG
heartbeats. We address this point by applying resampling
to the dataset for better generalization. We use a simplified
resampling method to avoid computational costs.

We up sampled the minority classes to randomly dupli-
cate their observations to reinforce the signal. We also down
sampled the majority class by randomly deleting subjects
from the majority class to stop its signal from dominating
the learning process. Table 1 shows that the number of seg-
ments within all classes is the same size after balancing,
which is beneficial for verifying the outcome of the learning
process.
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FIGURE 4. Encoding scheme of an individual.

TABLE 1. Heartbeat classes.

TABLE 2. Confusion matrix.

For learning, the dataset was split into 80% training and
20% test datasets. The training set is further divided keeping
aside a 20% validation set to calculate the loss and accuracy
to evaluate the performance of the proposed approach. The
validation set is used for the hyperparameter selection via the
genetic algorithm.

C. EXPERIMENTAL SETUP
The proposed approach was developed on the Colab plat-
form [41]; experiments were performed on a computer
equipped with a 2.20GHz Intel Xeon CPU and 12GB
NVIDIA Tesla K80 GPU.

D. PERFORMANCE METRICS
Our approach’s performance was evaluated using the follow-
ing confusion matrix as presented in Table 2.

For a class n, we define the following parameters based on
the confusion matrix:

• True Positive (TPn) = TCnn (1)

• True Negative (TNn) =
(∑

n
TCnn

)
− TCnn (2)

• False Positive (FPn) =
(∑

i
TCni

)
− TCnn (3)

• False Negative (FNn) =

(∑
j
TCjn

)
− TCnn (4)

Themetrics of precision and recall of each class are defined
below, as well as the Macro F1-score and accuracy:

• Precision: the percentage of total samples that are pre-
dicted as positive.

Precisionn (%) =
TPn

TPn + FPn
× 100 (5)

• Recall: the percentage of positives correctly classified.

Recalln (%) =
TPn

TPn + FNn
× 100 (6)

• F1-score: the balance between the precision and recall
metrics.

F1-Score = 2×
Recalln×Precisionn
Recalln + Precisionn

(7)

• Macro F1-score: used to evaluate the performance with
multiple classes

Macro F1 =
1
N

∑N

i=0
F1-score (8)

• Accuracy: the percentage of correctly predicted samples
across all inputs.

Accuracy(%) =

∑
TCnn∑∑
TCji

(9)

IV. RESULTS AND DISCUSSION
The fitness function of the genetic algorithm was based on
calculating the accuracy of the proposed approach with the
values of different individuals that reflect different hyper-
parameters values. The best individual suggested by the
genetic algorithm after running 50 generations was decoded
to get the parameter values. The number of individuals is 30.
We used probabilistic bitwise mutation where a bit is turned
from 0 to 1 or vice versa at a random position with a mutation
probability of 0.1 [37].

The optimal values suggested by the most efficient genetic
algorithm are presented in Table 3. The genetic algorithmwas
applied on the dataset before and after applying resampling.
Fig. 5 shows a visual representation of the confusion matrix
with and without resampling, to evaluate the performance
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TABLE 3. The optimal hyper-parameters for the CNN.

FIGURE 5. Normalized average confusion matrix.

of the proposed approach for the testing set. The matrix
highlights large number of correct responses in dark squares
and small number of incorrect responses in light-coloured
squares for each heartbeat class. Table 4 shows the absolute
values of the F1-score, recall and precision for our proposed
approach, with and without resampling.

Table 4 demonstrates that our approach has the ability to
accurately classify the majority class (N) with high accuracy,
on both balanced and imbalanced datasets. It can be observed
that the recall for the class N reached 100% in the imbal-
anced dataset because it is the majority among other classes.
However, the other minor classes had a more significant
increase in recall results with the balanced dataset. Although
the number of correctly classified N classes reduced with a
balanced dataset, the number of abnormal classes incorrectly
classified as normal heartbeats reduced even further.

However, for all these measured metrics, the recall of our
approach with balanced dataset is better than for the imbal-
anced dataset.

Table 5 presents the comparison between our approach
with state-of-the-art approaches that also use CNNs for ECG
classification. The comparison was carried out in terms of
the number of layers utilized in their CNN model and the
number of classes. All comparative approaches employ the
same original dataset (imbalanced). The performance metrics
are used to evaluate our approach against other proposed
approaches. Many approaches do not calculate the F1-score,
which is regarded as an important indicator of imbalanced
data. Classification time required for the ECG signal heart-
beat is also reported for our proposed approach and other
approaches.

It can be concluded from Table 5 that our approach with
balanced dataset has higher classification accuracy for five
heartbeat classes compared to the other approaches proposed
in [27], [42]–[44] that depend on predefined or manual
hyperparameters tuning of their CNN models. Table 5 also
reports the recall achieved by our approach against the other
approaches. The recall presents the percentage of positives
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TABLE 4. Performance metrics for our approach.

TABLE 5. Comparison of our proposed approach to existing approaches.

correctly classified. It can be observed from the results that
our approach with balanced dataset has higher recall for five
heartbeat classes compared to the other approaches [42], [43].
The work in [44] extracts RR interval features and proposes
a 2-level 1D CNN, with multi-layer perceptrons (MLP) for
classifying ECG signals. However, their approach is not
entirely accurate because of the high variability of morpho-
logical features of beat-to-beat, which vary depending on cir-
cumstance and time. The approach in [45] has classification
accuracy close to our approach, but they use more layers
(12 instead of 9 in ours). This causes additional computa-
tional cost and increases the structural complexity of their
model. It is also important to note that they use an ECG
segmentation step before ECG classification, which increases
the complexity and is time consuming. Also, it can be noted
from Table 5 that the classification time required for our
proposed approach is less than other methods. This is because
our approach does not require any pre-processing steps for
the ECG signals and due to the smaller number of layers in
our CNN model. There are other studies such as [35] that
have classification accuracy close to our proposed approach,
but they use more layers, and their model classifies only
three classes of heartbeat while our approach can classify five
heartbeat classes.

Furthermore, it can be observed from the previous results
that [33] reaches 99.4% accuracy which is slightly better than

our proposed approach. However, in their approach a raw
ECG signal is broken down by Daubechies wavelet. They
further segment the ECG signal into heartbeats by exploit-
ing the information of the R-peaks position annotated by
the dataset. Their CNN is composed of 9 layers, comprised
of 4 convolutional layers, 2 fully connected layers, single
softmax layer and 2 subsampling layers. On the other hand,
the advantage of our proposed approach over [33] is that
our model avoids additional computational cost and time for
extensive preprocessing steps of ECG signals as inputs to the
CNN. The classification time required for the ECG signal
heartbeats using our proposed approach is between 144 and
156 seconds, unlike the work in [33], which needs more time
– between 260 and 268 seconds. Fig. 6 reports the mean of the
classification time and accuracy of 10 training repeats. It also
reports the standard deviation for overall accuracy. The mean
accuracy was 98.1 and 99.4, the standard deviation was 0.17
and 0.02 of our approach and [33], respectively.

In summary, our proposed approach has the following
advantages. First, there is no need to do any pre-processing
steps for the ECG signals. Computational complexity has
been reduced due to the smaller number of convolutional
blocks in our CNN model. In addition, the hyperparameters
of the CNN model have been optimized by a customized
genetic algorithm which avoids extensive trials. Also, our
approach has taken into consideration the imbalanced nature
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FIGURE 6. Time analysis.

of the ECG dataset. Our proposed method with the genetic
algorithm can be combined with other models, for example,
in their feature extraction step to exploremore features to han-
dle many classification classes. Finally, our proposed CNN
architecture had higher classification performance than most
of the approaches mentioned.

V. CONCLUSION
Finding an optimal configuration for a deep learning model
for a specific problem domain is a challenge. The objective
of this paper is to propose an efficient approach using an
optimized CNN which can classify cardiac heartbeats in five
heartbeats classes (N, S, V, F, and Q). The best configuration
of hyperparameter values for the CNN model was optimized
by utilizing a customized genetic algorithm. The ECG signals
do not require any pre-processing steps for our approach.
Resampling method is applied to the dataset to overcome
its imbalanced nature. The proposed approach achieved an
overall classification accuracy of 98.45% for five classes
of heartbeats. Compared with other studies, the results of
our approach are promising because of its lower structural
complexity and computational time, its high accuracy in the
classification of ECG heartbeats, and number of detected
heartbeats classes. In future work, wewill seek to improve the
classification accuracy of diagnosing different heart diseases
by combining our proposed method with other models. Also,
we can extend our customized genetic algorithm with other
models by setting their hyperparameters to fit within the
individual encoding scheme.
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