AN EFFICIENT PARALLEL ALGORITHM THAT FINDS INDEPENDENT SETS OF GUARANTEED SIZE
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Abstract. Every graph with \( n \) vertices and \( m \) edges has an independent set containing at least \( n^2/(2m + n) \) vertices. We present a parallel algorithm that finds an independent set of this size and runs in \( O(\log^3 n) \) time on a CRCW PRAM with \( O((m + n)\log(n)/\log^2 n) \) processors, where \( \alpha(n, m) \) is a functional inverse of Ackerman's function. The ideas used in the design of this algorithm are also used to design an algorithm that, with the same resources, finds a vertex coloring satisfying certain minimality conditions.
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1. Introduction. This paper presents a fast parallel algorithm that, given a graph \( G \), finds an independent set of \( G \) whose size is bounded from below. The bound depends on the number \( n \) of vertices and number \( m \) of edges of \( G \), and cannot be improved in these terms.

Since constructing a maximum independent set is NP-hard, it cannot be solved using a polynomial algorithm unless \( P=NP \). Johnson [13] proved that if there is a polynomial-time algorithm that finds an independent set whose size is within a constant factor of optimal, then there is a polynomial approximation scheme for the maximum independent set problem, that is, an algorithm that finds an independent set whose size is within \( (1-\epsilon) \) of optimal and whose running time is polynomial for any fixed \( \epsilon > 0 \). So far, nobody has devised such a polynomial approximation scheme, and it is somewhat unlikely that it exists. In particular, it seems to be unlikely that this approximation problem is in NC. In contrast to this, if we require that the algorithm only find a maximal independent set (the MIS problem), then the problem becomes polynomial. In fact, a maximal independent set can be easily found sequentially in a linear time. Karp and Wigderson [15] showed that MIS is in NC. Starting with their work, a number of parallel algorithms have been proposed to solve this problem [2], [10], [11], [17], [18]. Currently, the most efficient algorithm is presented in [11]; it runs in \( O(\log^3 n) \) time on \( O((n + m)/\log n) \) processors.

A common drawback of all NC-algorithms for MIS mentioned above is that occasionally they can find too small a set. Any graph with a large independent set and a vertex adjacent to all other vertices is a potential example of such a situation. This motivates the approach we take here; we require that the algorithm find a sufficiently large independent set. Besides the apparent theoretical interest in the question of whether this task can be accomplished in NC, it is conceivable that such an algorithm can be a useful subroutine for solving other problems. For example, in our earlier work [11], the crucial part of the algorithm for MIS is a subroutine which finds efficiently in \( O(\log n) \) time a matching of sufficiently large, though not necessarily maximum, size. Notice that finding a maximum matching is not known to be in NC.
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Our interpretation of a sufficiently large independent set is based on Turán’s theorem [21]. It states that every graph with \( n \) vertices and \( m \) edges contains an independent set of size at least \( \lceil n^2/(2m + n) \rceil \); this bound cannot be improved in terms of \( n \) and \( m \).

The following sequential algorithm finds an independent set of this size [9].

\[
I \leftarrow \emptyset; \\
\text{while } G \text{ is not empty begin} \\
\quad v \leftarrow \text{a vertex of minimum degree in } G; \\
\quad I \leftarrow I \cup \{v\} \\
\quad \text{delete } v \text{ and its neighbors from } G; \\
\text{end;}
\]

In this paper, we present a parallel algorithm that finds an independent set of Turán’s size in \( O(\log^3 n) \) time on a CRCW PRAM with \( O((n + m)\alpha(m, n)/\log n) \) processors, where \( \alpha(m, n) \) is the inverse of Ackerman’s function. We assume that whenever several processors write to the same location at the same time, one of them succeeds. Notice that it was not known whether the problem of finding an independent set of Turán’s size is in NC or even in RNC. The first parallel algorithm that finds an independent set of guaranteed size is due to Goldberg [8]. It finds an independent set of size at least \( n^2/(2m + n) \) in \( O(\log^2 n) \) time on an EREW PRAM with \( O(n + m) \) processors, provided that \( m \geq n/2 \). An alternative approach is to delete all vertices of degree at least \( 4m/n \) and then to find a maximal independent set of the remaining graph. This independent set must contain at least \( (n/2)/(4m/n + 1) = n^2/(8m + 2n) \) vertices.

Our algorithm uses a graph partitioning subroutine that is of independent interest. In the graph partitioning problem, we are asked to divide the vertices of a given graph into two sets, \( A \) and \( A' \), so that the number of edges joining a vertex in \( A \) to a vertex in \( A' \) is maximized; such edges are said to be cut by the partition \( (A, A') \). Erdős [7] proved that every connected graph has a partition that cuts \( \lceil m/2 + n/4 - 1/4 \rceil \) edges. His proof leads to a linear time sequential algorithm that appears to be hard to parallelize. For our purpose, we need a slightly better partition. We prove that the only connected graphs for which Erdős’ bound cannot be improved are \( \Delta \)-graphs.

We define a \( \Delta \)-graph to be either an isolated vertex or a connected graph in which every block is an odd clique\(^1\). If a connected component \( C \) of a graph \( G \) is a \( \Delta \)-graph, then \( C \) is a \( \Delta \)-component of \( G \). A graph that has no \( \Delta \)-components is \( \Delta \)-free. A connected graph \( G \) is called a near \( \Delta \)-graph if exactly one block of \( G \) is an even clique, and all other blocks are odd cliques.

We call a partition \( (A, A') \) that cuts at least \( \lceil m/2 + n/4 \rceil \) edges a dividing partition, provided that each part \( (A \text{ and } A') \) contains at least one-third of the total vertices. It is easy to see that \( \Delta \)-graphs do not have dividing partitions; we prove that all other graphs do. For every \( \Delta \)-graph, our partition subroutine finds an optimal partition, and for every \( \Delta \)-free graph, it finds a dividing partition; on a CRCW PRAM with \( O((n + m)\alpha(m, n)/\log n) \) processors it runs in \( O(\log^2 n) \) time.

An algorithm that finds a dividing partition can also be applied to the weighted vertex coloring problem. In the weighted vertex coloring problem, we assign a positive integer to each vertex of a given graph so that no adjacent vertices are assigned the same number and the sum of the numbers assigned is minimized. The sum is called the weight of the coloring. A coloring is called minimum if it is of the minimal possible weight. A coloring is minimal if, for each color \( k \), every vertex of color \( k \) is adjacent to some vertex of each color less than \( k \).

One can prove that any minimal coloring has weight at most \( m + n \) and that every graph that is the union of disjoint cliques has a minimum weight coloring of weight

\(^1\) The term odd (even) clique means a clique with an odd (even) number of vertices.
$m+n$. We call a coloring light, if its weight is at most $m+n$. A minimal coloring can be found sequentially in linear time. There are no previously known parallel algorithms that find light vertex colorings. We present a parallel algorithm that finds a light vertex coloring in $O(\log^2 n)$ time on an CRCW-PRAM with $O((n+m)\alpha(m,n)/\log^2 n)$ processors. Any coloring of this weight uses at most $\lceil \sqrt{2m} \rceil$ colors. Another parallel algorithm that colors graphs using $\lceil \sqrt{2m} \rceil$ colors is given in [8]; it runs in $O(\log^3 n)$ time on EREW PRAM and uses $O(m+n)$ processors.

The bottleneck in all three algorithms is finding the blocks of a graph. Tarjan and Vishkin proposed an algorithm that effectively reduces the block finding problem to the connected components finding problem [20]. If the connected components algorithm of Cole and Vishkin [5] is used, the block finding algorithm runs in $O(\log n)$ time on a CRCW PRAM with $O((n+m)\alpha(m,n)/\log n)$ processors. We call the resulting algorithm the CTV-algorithm. Using a more efficient algorithm or an algorithm for a different model of parallel computation (for example, see [12]) will lead to other results. If $T(n,m)$ and $P(n,m)$ are respectively the time and the number of processors required by the biconnected components algorithm, then the partitioning algorithm requires $O(T(n,m)\log n)$ time and $P(n,m)$ processors, the independent set algorithm and weighted vertex coloring algorithm take $O(T(n,m)\log^2 n)$ time and $P(n,m)/\log n$ processors.

Note that for the partitioning, we do not have sufficient resources to sort. This complicates several low-level subroutines. One such case is Step 4 of the procedure $DIVIDE$. If we were to use $\log n$ times more processors, Step 4 would be less complicated.

We follow the usual graph-theoretic terminology [3]. Our graphs are without loops or parallel edges. The vertices of a graph on $n$ vertices are represented by integers $0, \cdots, n-1$; the edges are given by a list of pairs $\{(i,j)\}$ where $0 \leq i < j \leq n-1$. The decomposition tree $T = T(G)$ of a graph $G$ is defined to be the tree whose vertex set is comprised of the blocks and the cut vertices of $G$; two vertices of $T$ are adjacent if one is a block and the other is a cut vertex belonging to the block. A star is a tree with at least two vertices; one of which, called the center, is adjacent to all of the other vertices.

The next section contains a description of $PARTITION$, a parallel algorithm that finds a dividing partition of a graph with no $\Delta$-component. The third section describes applications of $PARTITION$ to the problems of finding large independent sets in parallel and of finding weighted vertex colorings of small weight. The list processing steps that are used by $PARTITION$ are described in section 4. Finally, suggestions are made for further work.

2, The Partitioning Algorithm. We use divide-and-conquer to design our partitioning algorithm, $PARTITION$.

Lemma 1. Let $(B_1, B_2)$ be a partition of $G$, and let $(A_1, A'_1)$ and $(A_2, A'_2)$ be dividing partitions of subgraphs $G[B_1]$ and $G[B_2]$ induced on $B_1$ and $B_2$, respectively. Then either $\rho = (A_1 \cup A_2, A'_1 \cup A'_2)$ or $\sigma = (A_1 \cup A'_2, A'_1 \cup A_2)$ is a dividing partition of $G$.

Proof. Since $(A_1, A'_1)$ and $(A_2, A'_2)$ are dividing partitions, each of the sets $A_1 \cup A_2, A'_1 \cup A'_2, A_1 \cup A'_2$, and $A'_1 \cup A_2$ contains at least one fifth of the vertices of $G$. Every edge which is cut by $(B_1, B_2)$ is also cut by one of $\rho$ or $\sigma$; every edge cut by $(A_1, A'_1)$ or $(A_2, A'_2)$ is cut by both $\rho$ and $\sigma$. Thus, the sum $\Sigma$ of the numbers of edges cut by $\rho$ and $\sigma$ is at least $w + m_1 + n_1/2 + m_2 + n_2/2$, where $w$ is the number of edges cut by $(B_1, B_2)$, $m_i$ (respectively $n_i$) is the number of edges (respectively vertices) in $G[B_i]$ ($i = 1, 2$). If $m$ and $n$ are respectively the number of edges and the number of vertices

---

2 Cut vertices are sometimes referred to as articulation points and blocks are sometimes referred to as biconnected components.
of $G$, then $m = m_1 + m_2 + w$ and $n = n_1 + n_2$. Thus, $\Sigma \geq m + n/2$ implying that at least one of $\rho$ and $\sigma$ is a dividing partition of $G$. 

One can prove $^3$ that every $\Delta$-free graph that does not contain a star as a connected component can be partitioned into two $\Delta$-free subgraphs. With the use of this fact, every $\Delta$-free graph can be split into disjoint stars. Since every star has a trivial dividing partition, we can obtain a dividing partition of the graph by repeated application of Lemma 1. For this approach to be effective in parallel, the partition into two $\Delta$-free subgraphs must be quickly computable and must consist of two graphs of approximately equal size. Unfortunately, it is not clear how to do this. It is, however, possible to partition a $\Delta$-free graph either into two approximately equally sized $\Delta$-free subgraphs or into two parts; one of which is a $\Delta$-free graph and the other consists of a “large” star and a number of $\Delta$-components. Thus, instead of splitting $\Delta$-free graphs into disjoint stars, we split them into disjoint subgraphs each containing a star large enough to guarantee the existence of a dividing partition.

The following two lemmas take care of the base case; that is, graphs that consist of stars possibly with some $\Delta$-graphs. The processor counts given in these lemmas depend on the assumption that $\Delta$-graphs are represented by a list of the vertices in each block and a list of the blocks that each cut vertex belongs to.

**Lemma 2.** Every connected $\Delta$-graph $G$ with $n$ vertices and $m$ edges has a partition $(A, A')$ which cuts $\geq m/2 + n/4 - 1/4$ edges such that $|A| + 1 = |A'|$. Such a partition can be constructed in $O(\log n)$ time on an EREW PRAM with $O(n/\log n)$ processors, provided that the decomposition tree is given.

**Proof.** If $G$ is an odd clique, then choosing $A$ to be any $\lfloor n/2 \rfloor$ of the vertices gives the desired partition. If $G$ has two or more blocks, the situation is more complicated. First, we partition each block $b$ independently so that one part contains $\lfloor |b|/2 \rfloor$ vertices and the other contains $\lceil |b|/2 \rceil$ vertices. Moreover, we ensure that the parent of $b$ is in the larger part. Next we use the Eulerian tour technique [20] to combine these partitions into a single partition of the required size. To do this, we give each edge in the decomposition tree between a block and its parent a weight of zero. Consider an edge $e$ in the decomposition tree between a cut vertex $v$ and its parent, a block $b$. Then $b$'s parent will be a cut vertex $u$. If, in the partition of $b$, $u$ and $v$ are in the same part, then the edge $e$ has weight zero; otherwise it has weight one. (If the root of the decomposition tree is a block $c$, then one of the vertices in $c$ is chosen arbitrarily to act as the parent of $c$ in the determination of the weights of the edges between $c$ and its children.) To determine which part each cut vertex $v$ is in, we calculate, using the Eulerian tour technique, the weighted length of the path from the root of the decomposition tree to $v$. If this length is even, $v$ is in $A$; otherwise it is in $A'$. The non-cut vertices are assigned to the parts so that the partition of each block is respected. It is easy to prove by induction on the structure of the decomposition tree that this is the desired partition. 

**Lemma 3.** Let $G$ be formed by taking the union of a star $S$ with $s$ vertices and $d$ $\Delta$-components and possibly adding edges from vertices in the $\Delta$-components to the center of $S$. Then, if $s - 2 \geq d$, $G$ has a dividing partition. Furthermore, this partition can be found in $O(\log n)$ time on an EREW PRAM with $O(n/\log n)$ processors, provided that the blocks of the $\Delta$-graphs are given.

**Proof.** To find a dividing partition of $G$, we partition each $\Delta$-component, as above, and then rename the parts, if necessary, so that the larger part is $A'$. If $G$ contains $d$ $\Delta$-components with the total of $m'$ edges and $n'$ vertices, then the partition cuts $\geq m'/2 + n'/4 - d/4$ edges belonging to the blocks. We then place the center of the star in $A$ or $A'$ so as to cut at least half of the edges between the center of the star and

---

$^3$ We omit this proof here.
the $\Delta$-components. We place $[(d + 3s - 2)/4]$ vertices other than the center into the part that does not contain the center; the remaining vertices of the star are placed to minimize the disbalance of the partition. Obviously, we can produce such a partition only if $[(d + 3s - 2)/4] \leq s - 1$; this inequality is equivalent to the condition $s - 2 \geq d$.

From the proofs of the lemmas, one can easily extract a procedure for building a dividing partition of a graph described in lemma 3. We call this procedure *PARTITION*. Now we are ready to see how *DIVIDE* works. Given a $\Delta$-free graph $G$, *DIVIDE* either produces a $\Delta$-free partition or a partition $(A, A')$ such that $A$ is $\Delta$-free and $A'$ satisfies the assumptions of Lemma 3. Note that *DIVIDE* can treat each connected component of $G$ separately; thus we can assume, without loss of generality, that $G$ is connected. The procedure *DIVIDE* comprises the following four steps:

**Step 1.** Either find an induced star $S$ with at least $n/3$ vertices such that $G - S$ has at most one isolated vertex, or create a partition $(A, A')$ such that $A$ and $A'$ each contain at least $n/3$ vertices, $G[A']$ is connected, and $G[A]$ contains no isolated vertices. If the star is found, do step 2, otherwise do steps 3 and 4.

**Step 2.** Put $S$ and all of the $\Delta$-components of $G - S$ into $A'$. Put the rest of the graph into $A$. Return $(A, A')$.

**Step 3.** Move one vertex from each $\Delta$-component of $G[A]$ to $G[A']$. Choose the vertices to be moved so that $G[A']$ stays connected.

**Step 4.** If $G[A']$ is a $\Delta$-graph, move between one and three vertices from $A'$ to $A$, so that the resulting partition is $\Delta$-free. Return $(A, A')$.

Step 3 is fairly straightforward, but the other steps need to be explained in more detail.

**Explanation of step 1.** *DIVIDE* starts by finding a rooted spanning tree $T$ of $G$ and a vertex $v$ with at least $2n/3$ descendants, none of which have $2n/3$ or more descendants. Next it rearranges $T$ so that $v$ is the root. It does this by reversing the direction of all the parent-child links between $v$ and the root. That is, it makes $v$'s parent its child; its grandparent its grandchild; and so on. Let $D = V - \{v\}$ be the set of proper descendants of $v$. Then *DIVIDE* finds the connected components of $G[D]$ and counts the number of isolated vertices among them. If there are $n/3$ or more isolated vertices in $G[D]$, then $v$ is the center of a big star $S$ and the isolated vertices of $G[D]$ are the other vertices of $S$. Alternatively, suppose that there are fewer than $n/3$ isolated vertices in $G[D]$. In this case, *DIVIDE* looks for a $\Delta$-free partition $(A, A')$ of $G$. There are several subcases, depending on the sizes of the connected components of $G[D]$.

If $G[D]$ has a connected component $C$ with at least $n/3$ and at most $2n/3$ vertices, then *DIVIDE* returns $(C, G - C)$.

Suppose that every connected component of $G[D]$ has less than $n/3$ vertices. In this case, *DIVIDE* makes a list of connected components of $G[D]$ that contain two or more vertices. Then, it calculates the minimum $k$ so that the total size of the first $k$ connected components in this list is at least $n/3$. These components become the set $A$ and the rest of the graph becomes $A'$. *DIVIDE* returns the partition $(A, A')$.

Finally, if $G[D]$ has a connected component $C$ with more than $2n/3$ vertices, it chooses $A$ to be a subset of $C$. To construct this subset, it finds all the children of $v$ that are in $C$ and puts them in a list so that the children that are leaves of the spanning tree $T$ of $G$ are at the end of the list. If one of these children has at least $n/3$ descendants, that child and its descendants become $A$ and the rest of the graph becomes $A'$. Otherwise, *DIVIDE* calculates the minimum $k$ so that the subtrees rooted at the first $k$ children of $v$ together contain at least $n/3$ vertices. Let $D'$ be the set of vertices of these subtrees. If $G[D']$ has no isolated vertices, *DIVIDE* returns $(D' , G - D')$. If $G[D']$ contains isolated vertices, then the subtrees that were not included in $D'$ all consist of a single vertex. Thus, *DIVIDE* can add a
subtree adjacent (in \(G[D]\)) to all of the isolated vertices of \(G[D']\), while ensuring that \(|D'| \leq 2n/3\).

**Explanation of step 2.** The hardest part of step 2 is finding the \(\Delta\)-components of \(G - S\). The connected components are found using the Cole-Vishkin algorithm. In section 4, we will see how to determine if a connected graph \(H\) is a \(\Delta\)-graph in \(O(\log n)\) time on a CRCW-PRAM with \(O((n + m)\alpha(m, n)/\log n)\) processors.\(^4\)

**Explanation of step 4.** The input to this step is a partition \((A, A')\) with \(G[A]\) \(\Delta\)-free, \(G[A']\) connected, and each part containing at least \(2n/9\) vertices. If \(G[A']\) is a \(\Delta\)-graph, step 4 constructs the desired partition by transferring between one and three vertices from \(A'\) to \(A\). (If \(G[A']\) is not a \(\Delta\)-graph, step 4 is not executed.) Step 4 comprises twelve sub-steps. Below we described these sub-steps and then prove their correctness. In section 4, we show that step 4 can indeed be executed on \(O((n + m)\alpha(m, n)/\log n)\) processors in \(O(\log n)\) time.

4.1 Find the connected components of \(G[A]\) and the blocks of \(G[A]\) and \(G[A']\).

4.2 If one of the connected components of \(G[A]\) is not a near \(\Delta\)-graph, then find a vertex \(x \in A'\) adjacent to this connected component and transfer \(x\) from \(A'\) to \(A\).

4.3 Else, if there is a vertex \(x \in A'\) that is adjacent to a vertex \(v \in A\) that is not in an even clique, then transfer \(x\) from \(A'\) to \(A\).

4.4 [If step 4 gets to this point, each connected component of \(G[A]\) must be a near \(\Delta\)-graph. Moreover, all vertices in \(A\) that are adjacent to a vertex in \(A'\) are in even blocks of \(G[A]\).] Else, find a block \(B\) of the original graph \(G\) that is not an odd clique.

4.5 If \(B\) contains no vertices from \(A'\), find a vertex \(x \in A'\) that is adjacent to the connected component of \(G[A]\) that contains \(B\) and transfer \(x\) to \(A\).

4.6 Else, if \(B\) contains exactly one vertex \(x\) from \(A'\), transfer \(x\) from \(A'\) to \(A\).

4.7 Else, if \(B\) contains two vertices that are not in the same block of \(G[A']\), then find such two vertices \(x\) and \(y\) such that no block of \(G[A']\) contains both of them and there is a block of \(G[A]\) containing vertices adjacent to \(x\) and \(y\); transfer \(x\) and \(y\) from \(A'\) to \(A\). [At this point, every connected component of \(G[A]\) containing vertices in \(B\) must be adjacent to two or more vertices in \(A'\), so \(x\) and \(y\) exist.]

4.8 [If step 4 gets to this point, \(C' = B \cap A'\) is a single block of \(G[A']\).] Else, if \(|B \cap A| = 1\), then find \(v = B \cap A\) and \(x \in B \cap A'\), such that \((v, x)\) is an edge, and transfer \(x\) from \(A'\) to \(A\).

4.9 Let \(C' = A' \cap B\). If \(|B \cap A| > 1\), then find three vertices \(x, y, z \in C'\) such that \(x\) and \(y\) are each adjacent to some vertex in \(B \cap A\) and \(z\) is not adjacent to all vertices in \(B \cap A\). Transfer the vertices \(x, y\), and \(z\) from \(A'\) to \(A\). [At this point, the vertex \(z\) exists, since \(B\) contains an odd number of vertices, so it is not a clique.]

4.10 [If step 4 gets to this point, \(B\) contains vertices from multiple blocks of \(A\).] Else, if every vertex of \(C' = B \cap A'\) is adjacent to every vertex of \(B \cap A\), then take any three vertices in \(C'\) and move them in \(A\).

4.11 Else, find a vertex \(x \in C'\) and an even block \(C_0\), \((C_0 \cap B \neq \emptyset)\) such that \(x\) is not adjacent to all vertices in \(C_0\). If \(C_0 \cap B\) consists of one vertex \(u\) only, then let \(y\) and \(z\) be any two vertices in \(C'\) adjacent to \(u\). Move \(x, y,\) and \(z\) from \(A'\) to \(A\).

\(^4\) The obvious algorithm would be to find the blocks of \(H\) and then check if they are odd cliques by seeing whether the vertices have the “right” degrees. This algorithm does not work with the resources stated because there does not seem to be any way to produce, for each vertex, a list that contains exactly once each block that this vertex belongs to (see section 4).
4.12 Let \(y, z \in C'\) be vertices adjacent to some vertex in \(C_0\). If \(y\) or \(z\) is \(x\), replace \(x\) with some vertex (other than \(y\) or \(z\)) in \(C'\). Move \(x, y,\) and \(z\) from \(A'\) to \(A\).

The next three lemmas prove the correctness of step 4; the first two of them are quite obvious so we omit the proofs to them. For all the lemmas, partition \((A, A')\) satisfies the conditions of the input to step 4.

Lemma 4. Moving any odd number of vertices from some block of \(A'\) to \(A\), or moving any two non-adjacent vertices from \(A'\) to \(A\) makes \(G[A']\) a \(\Delta\)-free graph.

Lemma 5. If for some set \(R\), \(G[R] \cup x\) is a \(\Delta\)-graph, then every component of \(G[R]\) is a near \(\Delta\)-graph.

Lemma 6. Step 4 produces a new partition \((A, A')\) for which both \(G[A]\) and \(G[A']\) are \(\Delta\)-free.

Proof. Since \(G\) is connected, every component \(C\) of \(G[A]\) contains vertices adjacent to some vertices in \(A'\); therefore sub-step 4.2 can indeed find a required vertex \(x \in A'\). By Lemma 4, moving \(x\) into \(A\) makes \(G[A']\) \(\Delta\)-free and by Lemma 5, it does not create \(\Delta\)-components in \(G[A]\), provided the premise of 4.2 or 4.3 holds. Thus, if the algorithm does not halt after completion of 4.3, then:

(a) every component of \(G[A]\) is a near \(\Delta\)-graph; and
(b) for every edge \((u, x)\) with \(u \in A\) and \(x \in A'\), \(u\) belongs to an even block.

The analysis of steps 4.5 and 4.6 is also simple. If \(|B \cap A'| = 0\), then \(B\) is the even block of one of the components of \(G[A]\), a vertex \(x\) can be found, and moving it to \(A\) makes \(G[A']\) \(\Delta\)-free. Furthermore, moving \(x\) to \(A\) does not create a \(\Delta\)-component in \(G[A]\), since \(x\) can only be adjacent to one vertex in \(B\), say \(u\), which implies that \(x\) and \(u\) make an even block in \(G[A]\). Similarly, if \(|B \cap A'| = 1\), then step 4 halts after execution of 4.6 (Lemma 4 and the fact that \(B\) is not an odd block). Let us now assume that the premise of 4.7 holds. We first prove that \(B\) contains two vertices, \(x\) and \(y\), that are not in the same block of \(G[A']\), but are adjacent to vertices of the same block of \(G[A]\). Indeed, otherwise for every even block \(B_e\) of \(G[A]\), all vertices in \(A'\) adjacent to \(B_e\) belong to the same block of \(G[A']\), implying that every cut-vertex of \(G[A']\) is also a cut vertex of \(G\). Obviously, this implication is eliminated by the premise of 4.7.

If step 4 does not halt after 4.7, then in addition to (a) and (b), the partition satisfies two more conditions:

(c) the intersection \(B \cap A'\) is a single block \(C'\) of \(G[A]\); and
(d) for every even block \(C\) of \(G[A]\), \(|B \cap C| = 0\), \(0\), or \(1\), or \(|C|\).

Both properties follow from the fact we already used: if a vertex is adjacent to two vertices in a block, then it is itself in the block.

If \(u\) is the only vertex of \(B \cap A\), (sub-step 4.8) then moving to \(A\) any \(x \in B \cap A'\) adjacent to \(u\) completes step 4. Indeed, since \(B\) is a block of \(G\), \(u\) must be the only vertex in \(A \cup B\) with \(u\) adjacent to \(x\).

Let us now assume that step 4 does not halt after 4.8 and the premise of 4.9 holds. Since \(B\) is not an odd clique, it is obvious that the required three vertices exist and their transferring to \(A\) yields a \(\Delta\)-free partition.

If 4.10 is executed, \(G[A']\) becomes \(\Delta\)-free by Lemma 4, and \(G[A]\) is \(\Delta\)-free since the vertices from different even blocks are not adjacent to each other.

Finally, reasoning similar to the above proves that, if step 4 attempts 4.11, then the resulting \(G[A]\) and \(G[A']\) are \(\Delta\)-free.

Now we are ready to prove that the procedure \textsc{Divide} produces the required partition efficiently.

Theorem 1. If \(G\) has \(n\) vertices and \(n \geq 27\), then \textsc{Divide} finds a \(\Delta\)-free partition of \(G\) such that each part has at least \(2n/3\) vertices or \textsc{Divide} finds a partition where one part satisfies the requirements of Lemma 3 and the other is \(\Delta\)-free and has at
most 2n/3 vertices. Furthermore, DIVIDE finds this partition in \(O(\log n)\) time on an CRCW PRAM with \(O((n + m)\alpha(m, n)/\log n)\) processors.

Proof. First, let us see that DIVIDE produces an acceptable partition. If step 2 is executed, \(G - S\) contains at most \([2n/9] + 1\) \(\Delta\)-components, since \(G - S\) contains at most 2n/3 vertices and at most one of the \(\Delta\)-components of \(G - S\) has fewer than three vertices. Therefore, \(\mathcal{A}'\) satisfies the requirements of Lemma 3.

If steps 3 and 4 are executed, then after step 3, \(A\) contains at least 2n/9 vertices, since each \(\Delta\)-component of \(G[A]\) has at least three vertices, and \(|A| \geq n/3\). Furthermore, \(G[A]\) is \(\Delta\)-free and \(G[A']\) is connected. Thus, step 4 produces a \(\Delta\)-free partition. Therefore, DIVIDE produces an acceptable partition.

Steps 3 and 4 can be done in \(O(\log n)\) time on a CRCW PRAM with \(O((n + m)/\log n)\) processors. Therefore, DIVIDE finds an acceptable partition in \(O(\log n)\) time using \(O((n + m)\alpha(m, n)/\log n)\) processors in the CRCW model.

Finally, we describe the algorithm PARTITION which delivers a dividing partition for every \(\Delta\)-free graph.

function PARTITION(G);
begin
    DIVIDE(G, G_1, G_2);
    /\* G_1 and G_2 are the resulting parts and G_1 is a
    \(\Delta\)-free graph */
    (A_1, A_1') \leftarrow PARTITION(G_1);
    if G_2 is not \(\Delta\)-free, then
        (A_2, A_2') \leftarrow PARTITION(G_2)
    else (A_2, A_2') \leftarrow PARTITION(G_2);
    \(\rho \leftarrow (A_1 \cup A_2, A_1' \cup A_2'); \sigma \leftarrow (A_1 \cup A_2', A_1' \cup A_2);
    return \(\rho\) or \(\sigma\), whichever is bigger;
end;

The correctness of PARTITION follows from Lemmas 1-6. Putting them together with Theorem 1, we get:

Theorem 2. A dividing partition can be found in \(O(\log^2 n)\) time on an CRCW PRAM with \(O((m + n)\alpha(m, n)/\log n)\) processors.

3. Applications. The algorithm that finds a dividing partition can be used to find an independent set of a graph \(G\) with \(n\) vertices and \(m\) edges that contains at least \(n^2/(2m + n)\) vertices. It turns out that if \((G_1, G_2)\) is a dividing partition of \(G\), then one of the parts has an independent set of the necessary size. If, however, \(G\) has a \(\Delta\)-component, then \(G\) may not have a dividing partition. Thus, IND, an algorithm that finds an independent set of Turán’s size, must treat \(\Delta\)-components as a special case. The treatment is based on the following:

Lemma 7. Let \(G\) be a \(\Delta\)-graph and let \(I\) contain one non-cut vertex from each block that has one. Also, let \(G'\) be the result of deleting \(I\) and its neighborhood from \(G\). Then \(n'\), the number of vertices of \(G'\), satisfies \(n' \leq n/3\). Furthermore, if \(I'\) is an independent set of \(G'\) such that

\[|I'| \geq \frac{n'^2}{2m' + n'}\]

where \(m'\) is the number of edges of \(G'\), then \(I \cup I'\) is an independent set of \(G\) such that

\[|I \cup I'| \geq \frac{n^2}{2m + n}\]

Proof. If \(G\) is a single clique, the lemma is obvious. Alternatively, let us assume that \(G\) has at least two blocks.
To prove that $n' \leq n/3$, we consider the decomposition tree of $G$. Note that any vertex in a block containing a noncut vertex will not be in $G'$. Let $b$ be the number of blocks containing a noncut vertex. Since each block of $G$ has at least three vertices, there are at least $2b + 1$ vertices of $G$ that are not in $G'$. Allocate each cut vertex to one of its children in the decomposition tree. Then each block has at most one cut vertex allocated to it. Each block that contains only cut vertices has at least two children. Therefore, there are at most $b$ vertices in blocks containing only cut vertices and at most $b$ vertices in $G'$. Thus, $G'$ has at most $n/3$ vertices.

Since $I$ contains only noncut vertices and at most one vertex from each block, $I$ is independent. Furthermore, since $G'$ contains no neighbors of $I$, $I \cup I'$ is independent.

It remains to estimate the size of $I \cup I'$. Suppose that one vertex of $I$ and its neighborhood is deleted, leaving $G''$ with $n''$ vertices and $m''$ edges. It is enough to show that

$$\frac{n^2}{2m + n} \leq 1 + \frac{n''}{2m'' + n''}.$$ 

The following computation that appeared in [9] does this. Suppose that the vertex to be deleted has degree $d$. Then all of its neighbors have degrees of at least $d$, so $n'' = n - d - 1$ and $m'' = m - d(d + 1)/2$. Note that

$$1 + \frac{n''}{2m'' + n''} \geq 1 + \frac{(n - d - 1)^2}{2 \left( m - \frac{d(d + 1)}{2} \right) + n - d - 1}$$

$$= 1 + \frac{(n - d - 1)^2}{2m - (d + 1)^2 + n}$$

$$= \frac{2m + n + n^2 - 2n(d + 1)}{2m + n - (d + 1)^2}.$$ 

Now let us consider

$$1 + \frac{n''}{2m'' + n''} - \frac{n^2}{2m + n}.$$ 

Simplifying, we see that

$$1 + \frac{n''}{2m'' + n''} - \frac{n^2}{2m + n}$$

$$= \frac{2m + n + n^2 - 2n(d + 1)}{2m + n - (d + 1)^2} - \frac{n^2}{2m + n}$$

$$= \frac{(2m + n)^2 - 2n(d + 1)(2m + n) + n^2(d + 1)^2}{(2m + n)(2m + n - (d + 1)^2)}$$

$$= \frac{(2m + n - n(d + 1))^2}{(2m + n)(2m + n - (d + 1)^2)}$$

$$\geq 0.$$ 

This completes the proof. 

To find a large independent set of a $\Delta$-graph, $IND$ computes $I$ and $G'$ as suggested in Lemma 7. If $G'$ is empty, $I$ is the desired set. If $G'$ is a $\Delta$-graph, $IND$ repeats the process. Finally, if $G'$ is neither empty nor a $\Delta$-graph, $IND$ calls itself recursively to find $I'$.

The algorithm $IND$, given below, implements this idea.

function $IND(G)$;
begin
\[ J \leftarrow \emptyset; \]
foreach connected component \( D \) of \( G \) do begin
    if \( D \) is a \( \Delta \)-component do begin
        while \( D \) is a nonempty \( \Delta \)-graph do begin
            \( I \leftarrow \) one noncut vertex from each block of \( D \) that has one;
            \( J \leftarrow J \cup I; \)
            Delete \( J \) and the neighborhood of \( J \) from \( D \);
        end;
        \( J \leftarrow J \cup \text{IND}(D); \)
    /* \( J \) is a big independent set of the \( \Delta \)-components */
    end;
else /* \( D \) is not a \( \Delta \)-components */
Delete the \( \Delta \)-components of \( G \);
if \( G \) is empty then \( P := \emptyset \)
else begin
    \( (G_1, G_2) \leftarrow \) a dividing partition of \( G \);
    \( n_i \leftarrow \) the number of vertices of \( G_i \) \((i = 1, 2)\);
    \( m_i \leftarrow \) the number of edges of \( G_i \) \((i = 1, 2)\);
    if \( n_i^2/(2m_1 + n_1) \geq n_2^2/(2m_2 + n_2) \)
    then \( P := \text{IND}(G_1) \)
    else \( P := \text{IND}(G_2) \);
end;
return \( J \cup P \);
end;

Theorem 3. The procedure \( \text{IND} \) finds an independent set of size \( \geq n^2/(2m + n) \) of
a graph \( G \) with \( n \) vertices and \( m \) edges in \( O(\log^3 n) \) time on an CRCW PRAM with
\( O((n + m)\alpha(m, n)/\log^2 n) \) processors.

Proof. The first thing to notice is that \( \text{IND} \) can afford to treat the \( \Delta \)-components separately, since, if \( n_1 + n_2 = n \) and \( m_1 + m_2 = m \), then
\[
[n_1^2/(2m_1 + n_1)] + [n_2^2/(2m_2 + n_2)] \geq [n^2/(2m + n)].
\]

It remains to be seen that \( \text{IND} \) finds an independent set of Turán’s size on the
\( \Delta \)-free part of the graph. Suppose that this part has \( n \) vertices and \( m \) edges, and
that \( G_1 \) \((G_2)\) has \( n_1 \) \((n_2)\) vertices and \( m_1 \) \((m_2)\) edges. Since \( (G_1, G_2) \) is a dividing
partition, \( n_1 + n_2 = n \) and \( m_1 + m_2 \leq m - m/2 - n/4 \). By induction, \( \text{IND} \) returns a
set of size at least \( \max(n_1^2/(2m_1 + n_1), n_2^2/(2m_2 + n_2)) \). Thus, if \( \text{IND} \) does not return
a big enough set, then
\[
\frac{n_i^2}{2m_i + n_i} < \frac{n^2}{2m + n}, \quad (i = 1, 2)
\]
so
\[
(2m + n)n_i^2 < (2m_i + n_i)n^2.
\]
Adding the previous inequalities for \( i = 1 \) and \( i = 2 \) together, we get
\[
(2m + n)(n_1^2 + n_2^2) < (2m_1 + n_1 + 2m_2 + n_2)n^2.
\]
Since the partition is dividing, we have
\[
(2m + n)(n_1^2 + n_2^2) < (2(m_1 + m_2) + n)n^2
\leq (2(m - m/2 - n/4) + n)n^2
= (m + n/2)n^2.
\]
This is equivalent to
\[ 2(n_1^2 + n_2^2) < (n_1 + n_2)^2, \quad \text{so} \quad (n_1 - n_2)^2 < 0, \]
which is impossible. Thus, \( \text{IND} \) returns a big enough independent set.

The most time consuming part of \( \text{IND} \) is finding a dividing partition of \( G \). Recall that \( \text{PARTITION} \) runs in \( O(\log^2 n) \) time, so \( \text{IND} \) runs in \( O(\log^3 n) \) time, since each recursive call is made on a graph with at most \( 4/5 \) as many vertices and at most half as many edges as the original graph. Furthermore, since there is only one recursive call, the technique of Brent [4] can be used to reduce the processor count by a factor of \( \log n \), to \( O((n + m)\alpha(m, n)/\log^2 n) \).

The other application of \( \text{PARTITION} \) is finding a light coloring. The algorithm follows the same outline as \( \text{IND} \) except that both parts of the partition need to be considered. To combine the colorings, we require that each part use different colors. It turns out that this gives a light coloring.

procedure \( \text{COLOR}(G) \);
begin
    for each connected component \( C \) of \( G \) begin
        if \( C \) is an isolated vertex then color it 1
        else begin
            if \( C \) is a \( \Delta \)-graph then \( \ast\text{PARTITION}(G, G_1, G_2) \)
            else \( \text{PARTITION}(G, G_1, G_2) \)
            \( /*(G_1, G_2) \leftarrow \) the resulting partition of \( C; */ \)
            \( \text{COLOR}(G_1); \text{COLOR}(G_2); \)
            \( c \leftarrow \) the number of colors used for \( G_1 \);
            increase by \( c \) every color used for \( G_2 \);
            compute the sizes of the color classes of the
            resulting coloring of \( C \) and sort them in
            nonincreasing order;
            renumber the color classes according to the new
            order;
            end;
        end;
    end;
end;

Note that the partitions of the connected components \( C \) into \( G_1 \) and \( G_2 \) eliminate at least half of the edges. Furthermore, since isolated vertices are part of the base case, we can assume that \( n \leq 2m \). Thus, at each level of the recursion, the total problem size \( (n + m) \) decreases by a constant fraction, so the same analysis as for \( \text{IND} \) shows that \( \text{COLOR} \) runs in \( O(\log^3 n) \) time on a CRCW PRAM with \( O((n + m)\alpha(m, n)/\log^2 n) \) processors. It is less obvious that \( \text{COLOR} \) finds a light coloring.

Theorem 4. The procedure \( \text{COLOR} \) finds a light coloring.

Proof. The proof is by induction on the progress of the algorithm. If \( G \) is an isolated vertex, \( \text{COLOR} \) produces a light coloring. Note that if two graphs have light colorings, these light colorings combine in the obvious way to form a light coloring of their union. Therefore, we can assume, without loss of generality, that \( G \) has a single connected component.

Let \( n, n_1, \) and \( n_2 \) be the number of vertices of \( G, G_1 \) and \( G_2 \), respectively, and let \( m, m_1 \), and \( m_2 \) be the number of edges of \( G, G_1 \) and \( G_2 \), respectively. If \( (G_1, G_2) \) is a dividing partition, \( n_1 + n_2 = n \) and \( m - m_2 - n/4 \geq m_1 + m_2 \), so \( m/2 \geq m_1 + m_2 + n/2 \). Alternatively, if \( C \) is a \( \Delta \)-graph, then \( m - m_2 - n/4 + 1/4 = m_1 + m_2 \), so \( m/2 = m_1 + m_2 + n/2 - 1/2 \). Note that \( \Delta \)-graphs have an odd number of vertices, so, in either event, \( m \geq m_1 + m_2 + \lfloor n/2 \rfloor \).
By induction, COLOR produces light colorings for $G_1$ and $G_2$. Let $W$ be the sum of the weights of these colorings. Then it is enough to prove that $C$, the coloring that COLOR produces, has weight at most $2W - \lceil n/2 \rceil$. To prove this, we give each vertex a sequence number. The sequence numbers are chosen so that the sequence numbers assigned to each color class $C$ of $C$ are $1, 2, \ldots, pc$. Let $A_k$ be the set of vertices with sequence number $k$, and let $l$ be the number of such vertices. Then, the total weight assigned to $A_k$ is $l(l - 1)/2$. Suppose the $l_1$ of these vertices came from $G_1$, so $l - l_1$ came from $G_2$. Then the total weight assigned to $A_k$ by the colorings of $G_1$ and $G_2$ is $W_k = l(l_1 - 1)/2 + (l - l_1)(l - l_1 - 1)/2$. If we think of $W_k$ as a function of $l_1$, its minimum value occurs when $l_1 = l/2$. Thus, $W_k \geq 2(l/2)(l/2 - 1)/2 = l(l - 2)/4 = l(l - 1)/4 - l/4$. Therefore, the total weight assigned to $A_k$ by $C$ is at most $2W_k - l/2$. Summing over the sequence numbers, we see that the weight of $C$ is at most $2W - n/2$. Since the weight of $C$ is an integer, it is also at most $2W - \lceil n/2 \rceil$.

4. Implementation Details. A graph is represented by an array of vertices and an array of edges. The number of a vertex is its position in the vertex array. Each vertex $v$ has a pointer into the array of edges showing where the list of edges incident to $v$ starts.

The most expensive part of the whole computation is finding spanning trees, the connected components, and blocks of graphs. These steps are done in $O(\log n)$ time on a CRCW PRAM with $O((m + n)\alpha(m, n)/\log n)$ processors by using the CTV-algorithm appropriately modified for our purposes. It is not hard to see how to do the other steps in $O(\log n)$ time on a PRAM with $O(n + m)$ processors, by the liberal use of a sorting routine. However, it is not obvious how the processor count can be reduced to $O((m + n)/\log n)$. The necessary techniques based on the parallel prefix computation are described here.

Often IND and COLOR need to compute $G[A]$ for various $A \subset V$. For example, after DIVIDE finds a $\Delta$-free partition $(A, A')$ it calculates $G[A]$ and $G[A']$. To do this, it is enough to renumber the vertices of the original graph $G$ so that the vertices in $A$ and the vertices in $A'$ have consecutive numbers. With a parallel prefix computation, each vertex in $A$ can compute the number of vertices in $A$ with a lower original number; this will be the vertex’s new number. Similarly, each vertex in $A'$ can compute its new number. Since an $n$-element parallel prefix computation can be done in $O(\log n)$ time on an EREW PRAM with $O(n/\log n)$ processors [16], the computation of $G[A]$ and $G[A']$ is not an important contribution to the overall running time of DIVIDE.

Note that the technique described above works so that the algorithm runs in $O(\log n)$ time and uses $O(n/\log n)$ processors only when it divides the graph into a bounded number of pieces. Thus, when a routine divides a graph into its connected components, it needs to use a different technique.

Lemma 8. Given a graph $G$ and rooted spanning trees of each connected component of $G$, it is possible to renumber the vertices of $G$ so that each connected component consists of consecutively numbered vertices, in $O(\log n)$ time on an EREW PRAM with $O((n + m)/\log n)$ processors.

Proof. Consider the routine RENUMBER that does the renumbering described above. Using the Eulerian tour technique [20], RENUMBER computes the number of vertices in each connected component. Then it assigns to the root of each spanning tree the number of vertices in its connected component and to each other vertex the value zero. A parallel prefix computation determines the range of new numbers for each vertex. Actually assigning the new vertex numbers and rearranging the edges lists can be done with an application of the Eulerian tour technique and some parallel prefix computations. The parallel prefix and Eulerian tour computations can be done in $O(\log n)$ time on an EREW PRAM with $O(n/\log n)$ processors [20, 16, 6].

Some procedures, including DIVIDE, need to be able to identify $\Delta$ and near $\Delta$-
graphs. It is done by finding the blocks of the graph in question. Unfortunately, the straightforward use of the CTV-algorithm is not always helpful, since its output has to be in a different form. Effectively the CTV-algorithm returns a list of the edges in each block, while \texttt{DIVIDE} and the other procedures need a data structure based on the decomposition tree; we call it the \textit{decomposition tree data structure}. In addition to the decomposition tree, this data structure includes the information showing, for every noncut vertex, the block it belongs to, and pointers in both directions between every cut vertex and corresponding node \footnote{We will use the term \textit{node} to refer a vertex in the decomposition tree; the term \textit{vertex} refers to a vertex in $G$ or a subgraph of $G$.} in the decomposition tree. Furthermore, every block node contains a list of the noncut vertices that belong to that block.\footnote{Obviously, the list of children of a block node can contain duplicates. This is a misfeature of the data structure and complicates its use, but there does not seem to be any way to eliminate the duplicates without using too much resources.}

Lemma 9. Given a connected graph $G$, a spanning tree $T$ of $G$ and the name of the block that each edge belongs to, it is possible to build the decomposition tree data structure in $O(\log n)$ time on an EREW PRAM with $O((n + m)/\log n)$ processors.

\textit{Proof.} Consider the procedure \texttt{BUILD\_TREE} that creates the decomposition tree. First \texttt{BUILD\_TREE} consults the adjacency list of each vertex $v$ to see if all the edges incident to $v$ are in the same block. If they are, $v$ is not a cut vertex, otherwise $v$ is a cut vertex. The parent of the node corresponding to a cut vertex $v$ is the block containing the edge from $v$ to its parent in $T$. If $v$ is the root of $T$, then the node corresponding to $v$ is the root of the decomposition tree. To find the parents of the block nodes, \texttt{BUILD\_TREE} forms a list of the tree edges in each block. For each block $B$, it then finds the endpoint $v$ of these edges that is highest (closest to the root) in the spanning tree $T$. The cut node corresponding to $v$ is the parent of $B$ unless $v$ is not a cut vertex and is the root of $T$. In this case, $B$ is the root of the decomposition tree. Recall that every edge of $T$ has a parent endpoint and a child endpoint. To find the children of a block node $B$, \texttt{BUILD\_TREE} makes a list of the child endpoints of the tree edges in $B$. The child endpoints that are cut vertices correspond to the children of $B$ in the decomposition tree. The child endpoints that are not cut vertices are the noncut vertices in $B$. All of these computations can be done in $O(\log n)$ time on an EREW PRAM with $O((n + m)/\log n)$ processors. \hfill $\blacksquare$

Now we show how to determine if a graph is a $\Delta$-graph, or a near $\Delta$-graph.

Lemma 10. Given the decomposition tree data structure, an EREW PRAM with $O((m + n)/\log n)$ processors can determine if a connected graph $G$ is a $\Delta$-graph, a near $\Delta$-graph or neither in $O(\log n)$ time.

\textit{Proof.} We describe the procedure \texttt{IS\_DELTA} that determines if a connected graph is a $\Delta$-graph\footnote{The procedure for determining if a graph is a near $\Delta$-graph is similar and is omitted.}

First, \texttt{IS\_DELTA} determines the number of vertices in each block $B$ by computing the number of noncut vertices in $B$ and the number of cut nodes adjacent to $B$ in the decomposition tree. If one of the blocks has an even number of vertices, then $G$ is not a $\Delta$-graph; otherwise, it might be one.

At this point, \texttt{IS\_DELTA} needs to determine if every block is a clique. Let $|B|$ be the number of vertices in a block $B$. To determine if a block $B$ is a clique, \texttt{IS\_DELTA} first computes the degree of each noncut vertex in $B$. If one or more of these vertices has a degree that is not $|B| - 1$, then $B$ is not a clique, and \texttt{IS\_DELTA} returns “no”. Otherwise, \texttt{IS\_DELTA} considers the edges incident to the cut vertices corresponding to the children of $B$ in the decomposition tree and activates some of them. An edge $(u, v)$ incident to a cut vertex $u$ is activated if $v$ is a noncut vertex in $B$ or if $v$ is a cut
vertex and the father of the corresponding node in the decomposition tree is $B$. The edges of the form $(u, w)$, where $u$ corresponds to a child of $B$ and $w$ corresponds to the father of $B$ are also activated. (If $B$ is the root of the decomposition tree, there are no edges of this form.) If for all the vertices $u$ corresponding to children of $B$, the number of activated edges is $|B| - 1$, then $B$ is a clique; otherwise it is not. All of these computations can be done with the resources allowed.

The techniques described above are enough to show that step 1 can be implemented efficiently.

Lemma 11. Step 1 can be done in $O(\log n)$ time on a CRCW PRAM with $O((m + n)\alpha(m, n)/\log n)$ processors.

Proof. The running time and processor count of the first step, and of the whole procedure, is dominated by the resources required to find the spanning tree $T$ of $G$. This can be done in $O(\log n)$ time on a CRCW PRAM with $O((m + n)\alpha(m, n)/\log n)$ processors [5]. The number of descendants of each vertex in the spanning tree $T$ can be found in $O(\log n)$ time on an EREW PRAM with $O(n/\log n)$ processors [20]. Given this information, $v$ (which must be unique) can be found easily. Finding the connected components of $G[D]$ requires another application of the spanning tree algorithm. If the largest connected component of $G[D]$ has fewer than $n/3$ vertices, then the connected components that DIVIDE assigns to $A$ can be identified by a parallel prefix computation. This computation can be done in $O(\log n)$ time on an EREW PRAM with $O(n/\log n)$ processors [20, 16]. If the largest connected component of $G[D]$ has between $n/3$ and $2n/3$ vertices, the partition can be found in $O(1)$ steps. Finally, if there is a connected component of $G[D]$ with more than $2n/3$ vertices, DIVIDE finds the portion of this component that it puts in $A$ with a parallel prefix computation and a connected components computation. This is done in $O(\log n)$ time on a CRCW PRAM with $O((m + n)\alpha(m, n)/\log n)$ processors.

The last difficult step is step 4.

Lemma 12. Step 4 can be done in $O(\log n)$ time on a CRCW PRAM with $O((m + n)\alpha(m, n)/\log n)$ processors.

Proof. Sub-step 4.1 can be done with the resources stated by the CTV-algorithm. The only other difficult sub-steps are 4.7, 4.9 and 4.11.

To do 4.7, DIVIDE first calculates the blocks of $G[A \cap B]$. Then, for each block $B_i$, it finds $L_i$, the list of vertices in $A'$ adjacent to $B_i$. Note that a vertex $v \in A'$ can appear in several of the $L_i$ and even several times in the same $L_i$. However, the total length of the $L_i$ is at most $m$.

The procedure processes each $L_i$ in parallel; it looks for vertices $x$ and $y$ in $L_i$ that are not part of the same block. First, it determines if any of the vertices in the list are not cut vertices of $G[A']$. If there is a vertex $x \in A' \cap B$ that is not a cut vertex, DIVIDE finds the block $C''$ of $G[A']$ containing $x$. Next, it looks for a vertex $y \in B \cap A'$ that is not in $C''$. If such a vertex exists, DIVIDE returns $x$ and $y$; otherwise the desired vertices do not exist.

Alternatively, all vertices in $B \cap A'$ are cut vertices. Given a vertex $v \in B \cap A'$, let $P(v)$ be the parent of the node in the decomposition tree corresponding to $v$; if $v$ is the root of the decomposition tree, let $P(v)$ be null. DIVIDE calculates $P(v)$ for each vertex in $B \cap A'$. If all these parent blocks are the same, the desired vertices do not exist. Otherwise, DIVIDE finds two vertices $x$ and $y$ with different parent blocks. If the node corresponding to $y$ is an ancestor of the node corresponding to $x$, DIVIDE switches $x$ and $y$. If the node corresponding to $x$ is not the parent of $P(y)$, the parent block of $y$, then $x$ and $y$ are the desired vertices. Otherwise, DIVIDE looks for a vertex $z$ that is not in $P(y)$. (If $z$ doesn’t exist, the desired vertices do not exist.) If the parent node of $P(z)$ corresponds to $y$, then $x$ and $z$ are the desired vertices; otherwise $y$ and $z$ are.
To do step 4.9, \textsc{divide} creates a list of the vertices in \( C' \) that are adjacent to some vertex in \( B \cap A \). If this list is not all of \( C' \), \textsc{divide} chooses \( x \) and \( y \) to be the first two vertices on this list, and it chooses \( z \) to be some vertex not on the list. Alternatively, if all the vertices in \( C' \) are adjacent to some vertex in \( B \cap A \), \textsc{divide} chooses \( z \) to be some vertex in \( C' \) not adjacent to all the vertices in \( B \cap A \), and \( x \) and \( y \) to be two other vertices in \( C' \).

Finally, we come to step 4.11. To do step 4.11, \textsc{divide} first identifies \( x \) by computing the number of vertices in \( A \cap B \) adjacent to each vertex in \( A' \cap B \) and choosing \( x \) to be one of the ones adjacent to fewer than all of them. Once \textsc{divide} has chosen \( x \), it can choose \( C_0 \) to be a block of \( G[A \cap B] \) containing a vertex not adjacent to \( x \). If there is a vertex in \( C_0 \) that is adjacent to two or more vertices in \( C' \), \textsc{divide} chooses that vertex to be \( u \); it chooses \( v \) to be some other vertex in \( C_0 \) adjacent to some vertex \( z \) in \( C' \), and it chooses \( y \neq z \) to be a vertex in \( C' \) adjacent to \( u \). Alternatively, if every vertex in \( C_0 \) is adjacent to at most one vertex in \( C' \), \textsc{divide} chooses \( u \) and \( v \) so that the vertices that are adjacent to in \( C' \) are different.

Therefore, \textsc{divide} executes step 4 in \( O(\log n) \) time on a CRCW PRAM with only \( O((n + m)\alpha(n, m)/\log n) \) processors.

Putting this all together, we get

Theorem 5. The procedure \textsc{divide} requires \( O(\log n) \) time on a CRCW PRAM with \( O((n + m)\alpha(n, m)/\log n) \) processors.

5. Conclusions. One way to cope with hard problems is to find a solution that is not necessarily optimal but has a guaranteed quality. We present an efficient parallel algorithm that finds an independent set of a guaranteed size. It uses, as a subroutine, a procedure that finds a partition that cuts a guaranteed number of edges. The partitioning procedure can also be used to obtain an efficient parallel algorithm to find a light coloring. The problem of finding a fast parallel algorithm that finds a minimal coloring remains open, however.

Approaching other combinatorial problems similarly should lead to interesting results. In parallel, the matching problem may be hard; no deterministic \( \text{NC} \)-algorithm is known. Thus, we are led to the question “how big a matching can we be sure of finding deterministically in \( \text{NC}? \)” If the edges have weights, we can ask a similar question about the weight of the matching. This question is particularly interesting since matching is the bottleneck in Anderson and Aggarwal’s algorithm that finds a depth-first search tree of an undirected graph [1]. Therefore, studying algorithms that find big matchings may lead to a deterministic \( \text{NC} \)-depth first search algorithm.
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