Linear Algebra Intro




Linear Algebra Intro

* Linear algebra is one of the main building blocks of modern RL
and dynamical systems
— We will cover important properties as we go but we won’t
have time to go in much depth

 Ascalar x € Ris just a real number

* A p-dimensional vector x € RP is a list of p scalars, i.e.,
=

X2

Xp.

—where x; denotes the ith element of x




Linear Algebra Intro, cont’d

* Ap X n matrix A € RP*" consists of n p-dimensional vectors,

l.e.,
'a11 alz aln_
a21 azz a2n
A=
_apl apz ann apn i

—where a;; denotes the element in row i and column j

—where a; denotes the ith column vector of A
—where a; denotes the ith row vector of A

* Why do we need matrices?
— Store data
— Represent multi-dimensional data (e.g., images)
— Perform operations in multiple dimensions (e.g., rotation)




Linear Algebra Intro, cont’d

* Vectors are by default represented as columns

* The transpose of a vector x € RP, written x”, is a row vector:

xT — [Xl X9 xp]
e Similarly, the transpose of a matrix A4 is
(11 as1 apl ]
AT — 12 Q22 Ap2
Ain A2n apn i
—or, equivalently
ol
T
AT = |42
T
Ay




Multiplication

* The inner product of two vectors x,y € RP is
xTy = X1Y1 T XYy + -+ XpYp
— Note they must have the same dimension
—The inner product is a scalar

* The product of two matrices A € RP*™ and B € R™™ is the
inner product of all of A’s rows with all of B’s columns:

la11 - in||byy C11 C1m
AB — a21 aZn — .

 Note that dimensions must match!

 What are the dimensions of the output matrix?
pXm




Multiplication Example

1 215 6
AB_[3 4[78

=[5+14 6+ 16
15+28 18+ 32

43 50
* Note that in general AB + BA

_ [19 22




Multiplication, cont’d

* Note that for any matrix A and vector x, the following is true
Ax = x;a; + -+ x,a,

all T aln xl
b=Ax =121 .. QAyn

Xn

e letb = Ax

—Whatis b1?

ai1X1 + A12X> + -4 A1nXn




Multiplication, cont’d

* Note that for any matrix A and vector x, the following is true
Ax = x;a; + -+ x,a,

* Letbh = Ax
a1 e Qup | X
b=Ax =|421 .. 0Q2n
Apy - Qpn | |Xp

—What about the rest?

_allxl + aA12X- + -4 alnxn_

a,1X1 + aAr7XH + .-+ AornXn




Transpose Property

* Note that
(AB)" = BTA"
—Why?
a1 ain | [by4 bim
AB = |421 ... Q2n
_apl apn__bnl bnm_

First column of (AB)" is [aYb, a}b,---a}b,]|"

—In general, column i is [alb; alb, - alb,,|

First column of BTAT is [bT (a])T bY(a)T - bT(a])T]|
—In general, column i is [b{(a ) bT(a - bT(al) ]

* Matrices are the same (note that for vectors x’y = y’ x)




The identity matrix

* There is a special square matrix I € R™*" with 1’s on the
diagonal and O’s everywhere else:

1 0 .. 0
|0 1 .0
0 0 . 1.

* We call I the identity matrix

 Among other things, multiplication by I does not modify a
matrix

—i.e., forany A € R™*";
Al =1A=A




Symmetric Matrices

* Asquare matrix A € R™™ is symmetric if its values are

symmetric about the diagonal, i.e.,
Q11 A12 = Azq

a1 = Aq2 A2
A=

An1 = A1n  Qpo = A2p

* Note that if A is symmetric, then 4 = AT

Ain
a2n
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Notation

* | will use capital letters for random variables, e.g., X

* Vectors are in bold lowercase, e.g., x
— But random vectors will be uppercase bold, i.e., X
—When clear from context, capital bold letters will also
indicate matrices, e.g., W
* | will use lowercase letters for sampled data points, e.g., x

* Subscripts typically indicate the example index in a dataset,
e.g., X; is the ith example in the dataset

* When clear from context, a subscript will also denote the
specific element in a vector

—E.g., x; is the ith element of vector x




Linearly Independent Vectors

* A sequence of vectors vy, ..., Uy is linearly dependent if there
exist coefficients a4, ..., ax, not all zero, such that
a; vy + -+ apv, =0

* For example, if a; # 0, then

—i.e., v1 can be written as a linear combination of other v;’s
* The v;’s are linearly independent if there exist no such a;’s

* Linear independence is a central concept in linear algebra

E.g., k linearly independent vectors in R form a basis for R®

— Every other vector in R¥ can be written as a linear
combination of v4, ..., Uy,




Linear independence, examples

* Are the following vectors linear independent:
x=1[12],y =[2,4]
* No, becausey = 2x
x =[1,0],y =[0,1]
* Yes, there is no way to express y as a multiple of x

x=1[1,2,3],y =[4,5,6],z = [5,7,9]

* No, becausez =x+y
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Matrix Rank

e Suppose 4 € R™*"

—i.e., A consists of n m-dimensional columns

* The rank of A is the maximal number of linearly independent
columnsin 4

* A matrix 4 is said to be full rank if its rank is equal to the
number of columns

1 2
. — ?
Is A 3 4] full rank:

—Yes, its columns are independent

1 4 5
e|lsA=|2 5 7][full rank?
3 6 9

—No. 4 has arank of 2




Matrix Inverse

e Let A € R™" be a square matrix

* If Ais full rank, then there exists a unique matrix B € R™*"
such that
AB = BA =1

—where I is the identity matrix
—We say B is the inverse of 4, written A~ 1

* If A is not full rank, the inverse does not exist




Matrix Pseudo-Inverse

« Suppose 4 is not square, i.e., A € R™*"
— Assume firstm > n, i.e., A is a tall matrix

* If Ais full rank, then AT A is full rank (and square)
— However, AAT is not!

* Consider the matrix (ATA)_lATA

—What is it equal to?

~1

—We say (ATA) AT is the pseudo-inverse of 4

— Called “pseudo-inverse” because it is not unique
* What about the case m < n?

—The pseudo-inverse is AT(AAT)_l, on the right:
AAT(AAT) =1




Eigenvectors and Eigenvalues

e Suppose we are given a square matrix A € R™*"

* Avector v is said to be an eigenvector of A if
Av = Av

—where A € R is a corresponding eigenvalue
* If the matrix A is full rank, it has n eigenvectors, v;

—And n corresponding eigenvalues, A;

— If eigenvalues are not repeated, the eigenvectors form a
basis in R"

—i.e., any x € R" can be written as a linear combination

* There may be repeated eigenvalues

e Aisfull rankiff A; # 0 forall i




Eigenvectors and Eigenvalues, cont’d

* Suppose a square matrix A has eigenvalues 44, ..., 1,

« What are the eigenvalues of A%?

A4, .., 3
* Take any eigenvalue A; and corresponding eigenvector v;
AAv,; = A}livi
= A{v;

* In general, the eigenvalues of A% are
Kk Kk
A2k

—The eigenvectors are the same as those of A




Eigenvectors and Eigenvalues Examples

* Consider the identity matrix
1 0 O
I=|0 1 0
0 0 1
What are the eigenvectors of I?

— Trick question. Every vector is an eigenvector of I
—E.g., unit vectorse; = [100]",e, = [010]",e5 =00 1]"

* How about the eigenvalues?
Al — /12 — /13 — 1

* Given a vector ¥ = [v; v, v3]7, how do we express v as a
linear combination of the unit vectors?
V= v161 + Uzez + U3e3




Linear Systems

e Consider a general discrete-time linear system
X = Axy_1

°i.e.,
x;, = A¥x,

—for some initial x,
* Suppose A has non-repeated eigenvalues

— Recall that the eigenvectors of A form a basis in R", so

xO —_ Clvl + -+ Cnvn
* Then
_ Ak k k
X, = A%xy = ciA{v + -+ c ALy,

* Under what conditions does x; convergeto 0 as k — 0?

—need |A;] < 1, forall i
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